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Energy-Quality Scalable Adders Based on Nonzeroing Bit Truncation
Fabio Frustaci, Stefania Perri, Pasquale Corsonello , and Massimo Alioto

Abstract— Approximate addition is a technique to trade off energy
consumption and output quality in error-tolerant applications. In prior
art, bit truncation has been explored as a lever to dynamically trade off
energy and quality. In this brief, an innovative bit truncation strategy is
proposed to achieve more graceful quality degradation compared to state-
of-the-art truncation schemes. This translates into energy reduction at a
given quality target. When applied to a ripple-carry adder, the proposed
bit truncation approach improves quality by up to 8.5 dB in terms of peak
signal-to-noise ratio, compared to traditional bit truncation. As a case
study, the proposed approach was applied to a discrete cosine transform
engine. In comparison with prior art, the proposed approach reduces
energy by 20%, at insignificant delay and silicon area overhead.

Index Terms— Adaptive precision, approximate computing,
energy-quality scaling, error-tolerant systems, low-power design,
VLSI.

I. INTRODUCTION

Energy-quality scaling is emerging as a paradigm to dynamically
reduce the consumption in applications that can naturally tolerate
inaccuracies, such as multimedia, machine learning, digital signal
processing, and wireless communications [1]–[6]. In this general area,
approximate addition has been widely explored, and several approx-
imate full adders have been proposed to approximate the least sig-
nificant output bits (LSBs) [7]–[10]. Unfortunately, these techniques
require the design of specialized standard cells, and their accuracy
is statically set at design time, which is a significant limitation since
it does not allow dynamic energy-quality scaling [3], [12]. Indeed,
static assignment of the accuracy may either fail to meet higher
output quality when temporarily required, or unnecessarily increase
the energy in the common case. For this reason, adders should be
employable in automated frameworks where the level of approxi-
mation is dynamically tuned based on the user demand [13], [14].
In [15], a dynamic energy-quality tradeoff was achieved by tuning the
number of truncated LSBs at run time. In particular, a bit truncation
scheme was introduced to inhibit the activity of the LSBs by zeroing
the corresponding input bits. However, this approach was shown
to suffer from ungraceful quality degradation at larger number of
truncated bits [8], [11].

In this brief, a novel bit truncation approach is proposed to design
dynamically energy-quality scalable adders with graceful degradation.
As main idea, instead of being set to zero, the truncated input bits
are set to the constant value that maximizes the output quality,
while maintaining the same energy. The approach is validated in
several adders in 28-nm fully depleted silicon-on-insulator (FDSOI)
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Fig. 1. Approximate addition. (a) Traditional bit truncation [15].
(b) Example of the proposed bit-truncation approach (among many equivalent
configurations).

technology. Compared with conventional zeroing bit truncation [15],
the proposed approach is shown to improve quality in terms of peak
signal-to-noise ratio (PSNR) and mean error distance (MED) by up to
8.5 dB and 67%, respectively. More favorable energy-quality tradeoff
is also observed over static approximate adders [7]–[10], with up to
64% energy reduction at isoquality when scaling down the voltage.
As a case study, the proposed approach was also validated in a
discrete cosine transform (DCT) engine, whose PSNR is shown to
be improved by up to 6 dB over existing approaches at iso-energy.

This brief is organized as follows. Section II introduces the
proposed bit truncation approach. Comparison with the existing
approximate adders is presented in Section III. Section IV presents
an approximate DCT engine as a case study. Finally, conclusions are
drawn in Section V.

II. PROPOSED BIT TRUNCATION SCHEME

Approximate n-bit addition is generally performed by splitting it
into an h-bit accurate and a k-bit inaccurate part, with n = h + k.
In line with prior art, ripple-carry adders (RCAs) will be considered in
the following, in view of their low energy consumption. The example
in Fig. 1(a) explains how two unsigned n-bit operands are truncated
by zeroing their k LSBs [15] for n = 16 and k = 8. Fig. 1 also
illustrates how the approximate sum Ŝ differs from the exact sum S.
The resulting output error Ŝ−S depends on k, and is equal to the sum
of the errors associated with the two operands. When the operands
are truncated by zeroing their k LSBs as in [15], the error in each
operand is invariably nonpositive and ranges from −(2k − 1) to 0,
and hence has negative mean value. Instead, a zero-mean error would
be desirable since this would allow the compensation of errors with
opposite sign. Among the possible choices of bit truncation schemes,
the one that maximizes quality is derived in the following, using the
PSNR as common quality metric [10].

Let us consider the addition of two unsigned n-bit operands A =
An−1 . . . A0 and B = Bn−1 . . . B0, and the generic bit truncation
scheme that sets k LSBs of the operands to nonzero constant values.
The resulting error in A and B is, respectively, in the [x, x + m] and
[y, y + m], with m = 2k − 1 and x, y�[−m; 0]. The value of x and
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TABLE I

COMPARISON RESULTS IN TERMS OF PSNR AND MED

y are equal to A[k−1:0] − m and B[k−1:0] − m, respectively, being
A[k−1:0] (B[k−1:0]) the numerical value chosen to truncate the k
LSBs of the operand A (B). The accurate portion of A and B (i.e., the
first n−k bits) can assume 2h values, i.e., 0, 2k , 2k ·2, . . . , 2k ·(2h−1).
Considering that 22n distinct additions can be performed on A and B,
the sum of the squared errors (sse) that is introduced in the output
sum by the truncation in the k LSBS of A and B is

sse =
22n−1∑

j=0

|S j − Ŝ j |2. (1)

Since each possible output error value across all possible input
combinations occurs 22·h times,1 and assuming that the k-bit LSB
subwords in the operands are uniformly distributed, (1) can be
rewritten as

sse = 22h ×
x+m∑

i=x

⎛

⎝
y+m∑

j=y

(i + j)2

⎞

⎠ . (2)

By definition, the PSNR is given by (3), where MAX is the maximum
value of the sum [i.e., 2 × (2n − 1) for n-bit unsigned operands]

PSNR = 20 log
MAX√

sse
22n

. (3)

By equating the derivative of (2) and (3) with respect to x and
y to zero, the minimum value of sse and the maximum PSNR
are readily found to occur when x + y = −m. All (x, y) pairs
satisfying the latter condition lead to the minimum error and hence
best quality. From the definition of x and y, it follows that the
optimum condition is equivalent to: A[k−1:0] = m − B[k−1:0]. Since
the binary representation of m is a k-bit sequence of 1s, the optimum
condition translates into the requirement that the i th LSBs of A
and B(with i < k) are statically set to complementary values, i.e.,
Ai = B̄i .

As an example, the choice in Fig. 1(b) has x = −m (i.e., k LSBs
in A set to 0...0) and y = 0 (i.e., k LSBs in B set to 1...1), and hence
satisfies the above condition, thus maximizing quality for a given k
(i.e., energy).

On the contrary, the traditional bit truncation strategy in [15]
leads to x = y = −m, which is clearly non-optimal in terms of
quality. Detailed results are reported in Table I, which shows that the
quality improvement achieved by the proposed approach over [15]
ranges between 6.7 and 8.5 dB. A comparison in terms of the MED
quality metric [10] is also reported in Table I. The proposed approach
reduces MED by 60%–67% over [15] at same k, thus confirming its
effectiveness. Similar analysis can be repeated for signed operands,

1Indeed, the number of possible pairs of truncated input operands (A, B)
having the same error (errA , errB ) is 22·h .

Fig. 2. Approximate RCA implementing the proposed bit truncation scheme.

with results being essentially the same as those obtained for unsigned
numbers.

The above bit truncation scheme can be easily implemented at
circuit level in an n-bit RCA as shown in Fig. 2. No special cells
are needed, as conventional full adders are used for all bit positions.
OR and AND gates are employed as input buffers driving the full
adders that receive kmax LSBs of the operands, being kmax the
maximum number of LSBs that can be truncated. The control signals
Ctrkmax−1 . . . Ctr0 allow dynamic adaptation of k (with k < kmax),
and hence of the energy-quality tradeoff at run-time. If signals Ctri
(with 0 ≤ i < k) are set to 1, the inputs TAi and TBi of the i th full
adder are, respectively, 0 and 1, thus making its carry output equal
to Ci = 0. Once the truncation is applied, switching activity and
dynamic energy are suppressed in all k full adders associated with
the LSBs, regardless of the constant value used in the k LSBs.

In general, the above results need to be modified when consider-
ing different operations, such as subtraction. Indeed, the difference
A − B is computed by first evaluating the 2s complement of the
subtrahend B, and then by adding it to the minuend A. For the
subtraction operation, the output error Ediff is the difference between
the errors E A and EB due to the truncation of A and B, respectively.
Consequently, Ediff can be reduced by ensuring that E A and EB have
the same sign, instead of being opposite as in the addition operation.
More precisely, the quality of the output of an approximate subtractor
is maximized by truncating k LSBs of the two operands by setting
Ai = Bi (with 0 ≤ i < k), by simple extension of the above results.
It is worth noting that the traditional zeroing bit truncation scheme
automatically satisfies such a criterion, as it sets Ai = Bi = 0 for
0 ≤ i < k. Hence, the bit truncation strategy in [15] is preferable
when performing subtractions, not additions. When multiplication is
considered, the energy of an approximate multiplier was found to
strongly depend on the constant values chosen to truncate the k LSBs
of the inputs. In other words, two different truncation schemes can
lead to the same accuracy but to different energy consumptions, which
makes the analysis much more complex. This will be analyzed in the
future work.

III. ENERGY-QUALITY TRADEOFF AND SIMULATION RESULTS

The above bit truncation approach for addition was applied to a
16-bit approximate RCA with k ranging from 0 to 8. The adder
structured as in Fig. 2 was synthesized with Cadence RTL Compiler,
using a commercial 28-nm FDSOI standard cell library with regular-
V th transistors. Several adder configurations were examined, each
of which was excited with 10 000 consecutive random additions.
Cadence UltraSim circuit simulations were run to derive the average
energy consumption per addition. During simulations, the number of
truncated LSBs was dynamically configured by properly setting k
and the Ctri signals. The energy contributions of the RCA and its
input buffers were split by using two separate 1-V supply voltages.
The 2-GHz operating frequency was targeted, and the adder outputs
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Fig. 3. Energy-quality tradeoff at fixed voltage (VDD = 1 V). (a) MED
versus energy. (b) PSNR versus energy.

were loaded with positive-edge triggered D flip-flops with minimum
drive strength.

The proposed adder was compared to the existing approximate
adders proposed in [7]–[10], [15], which were designed in the same
technology. For the adder in [8], the two approximations Approx-
imation 3 and Approximation 5 were considered. Fig. 3 depicts
the energy-quality tradeoff achieved by the above 16-bit adders
with k ranging from 4 to 8. Fig. 3(a) and (b) shows that the
proposed bit truncation strategy improves quality by 67% in terms
of MED and 8.5 dB in terms of PSNR, at iso-energy compared
to [15]. Fig. 3(a) and (b) also shows that the quality improvement
over [7] and [8] (Approximation 3) is even larger, with the PSNR
being improved by more than 20 dB, and the MED being reduced
by up to 86%. Only the technique [9] and its improved version
in [16] achieve a quality that is comparable with the proposed adder,
as shown in Fig. 3. However, [9] and [16] cannot be dynamically
adjusted at run time, as opposed to the proposed approach. Moreover,
the adders proposed in [9] and [16] dissipate up to 20% and 10%
more energy than the proposed adder, respectively, at same k.

It is worth noting that the conventional zeroing bit truncation
scheme could be implemented by statically setting the k LSBs of the
sum to 0 to save k FAs and 2k input buffers, as opposed to zeroing
the inputs. However, this choice would not provide any benefit with
respect to the proposed approach in terms of both energy consumption
and accuracy. In fact, such static zeroing bit truncation would clearly
achieve the same accuracy and nearly the same energy as [15]. Similar
considerations apply to [7]–[10], as static zeroing bit truncation at the
output would lead to the same energy and quality in [7]–[10], while
making dynamic configuration impossible. Table II summarizes delay
and energy contribution of the input buffers and the addition circuits
for different values of k. From Table II, the proposed adder consumes

TABLE II

COMPARISON RESULTS

Fig. 4. Comparison of the proposed bit truncation scheme and the recon-
figurable approximate RCA in [18], when voltage scaling is applied. The red
dots refer to operation with no timing failures (no VDD overscaling).

2X less energy than the exact 16-bit adder. The same energy reduction
is achieved by [15], although at the cost of an 8.5-dB additional PSNR
degradation. Table II also shows that the proposed bit truncation
strategy and [15] permit to save the energy due to the buffers that are
made inactive when k LSBs are truncated. On the contrary, all the
input buffers used within the static approximate adders [7]–[10], [16]
are always active, thus constantly dissipating dynamic energy. It is
also worth noting that the OR and AND gates used in the proposed
circuit as input buffers of the kmax LSBs introduce a negligible delay
penalty (about 1%). Conversely, they cause a 4. The 5% area increases
over the standard exact adder. The most area efficient approximate
adder is the Approximation 5 [8], which exhibits a 34.6% lower area
than the exact adder for k = 8. Finally, Table II shows that the
proposed technique achieves the lowest average error. Very similar
results were obtained for addition of 16-bit signed operands and
16-bit subtraction; hence, the related data are omitted accordingly.
The proposed adder was also compared to the reconfigurable 16-bit
adder in [18]. The latter dynamically adjusts the output quality and
the energy by partitioning the adder into four subadders that can
be adaptively disabled to shorten the critical path. This enables
opportunities to scale down the supply voltage VDD and hence energy,
for a given frequency target. Fig. 4 depicts the energy-quality tradeoff
obtained with different configurations and supply voltages, which was
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Fig. 5. Energy-quality tradeoff in DCT engine under different approximate
adders. (a) PSNR and (b) MSSIM are evaluated as average across 64 × 64
image benchmarks.

quantified by using the Cadence UltraSim circuit simulator. In each
curve, the highest voltage is the minimum that guarantees the 2-GHz
frequency target. At lower VDD, energy is reduced at the cost of
occasional timing violations when the critical path is excited, thus
further degrading the quality. Approximate outputs were compared
to the exact results to generate the PSNR curves in Fig. 4. From
Fig. 4, the proposed bit truncation scheme invariably consumes less
energy than [18] at isovoltage. The energy saving is more pronounced
at larger k, and grows up to 64% at PSNR = 30 dB (i.e., k = 8),
corresponding to the low end of the range of acceptable quality in
vision systems [6].

IV. DISCRETE COSINE TRANSFORM AS A CASE STUDY

To assess its effectiveness in more complex designs, the proposed
bit truncation scheme was embedded in a complete DCT architecture
processing 8×8 blocks of pixels. DCT is a fundamental operation in
static and dynamic image compression [19], and is hence relevant to
error-tolerant applications. DCT makes use of additions, subtractions,
and multiplications. The latter were replaced by more energy-efficient
balanced adder tree architectures, as described in [15]. The chosen
DCT application allows estimating the effect of error accumulation
across a series of approximate adders for each of the analyzed bit
truncation schemes, which is expected to be essentially the same as
a single adder.

The DCT engine was designed with Cadence RTL Compiler using
the above technology. UltraSim circuit simulations were performed to
evaluate the energy while processing four 8-bit grayscale benchmark
images taken from the public database in [20]. To evaluate the
quality in terms of PSNR, the exact inverse DCT was implemented
in MATLAB, decompressing the results produced by DCT and

Fig. 6. Output images obtained from the DCT engines.

comparing them to the uncompressed image. Energy and PSNR were
evaluated as the average across four 64×64 image benchmarks (Lena,
Baseball, Tennis, Football), and the results are plotted in Fig. 5(a).
Fig. 5(a) shows that the proposed bit truncation scheme improves
PSNR by up to 5.6 dB compared to conventional zeroing bit
truncation scheme [15], at same k. This improvement comes at no
energy penalty.

Among the existing techniques with static accuracy, [9] is the
most energy efficient as its energy-quality curve lies to the left of
the other curves in Fig. 5(a). On the other hand, when compared
to the proposed design, the approximate DCT designed with the
technique [9] suffers from up to 20% larger energy consumption
toward lower quality targets. From Fig. 5(a), the proposed scheme
is able to cover a wider range of energy-quality tradeoffs. Most
importantly, [9] is not able to dynamically adapt to the quality
target. Hence, its design needs to constantly achieve the maximum
required quality, which translates into energy penalties when the
quality target can be reduced. Finally, it is interesting to observe
that the proposed adder is also able to reduce the DCT energy by
2.2X, compared to a DCT designed with exact 16-bit adders. Similar
energy reduction is achieved by [15], although at the cost of up to
6.5-dB PSNR degradation. As expected, the DCT engine exploiting
the proposed scheme maintains essentially the same energy-quality
benefits as the single adder. This confirms that the proposed technique
consistently retains its effectiveness when applied to a series of
addition operations, as occurs in DCT. The same results were obtained
for four other 128 × 128 image benchmarks (Airplane, SmallGirl,
Watchcolor and Baboon). As an example, Fig. 6 visually compares
the image Baboon obtained with the proposed and traditional [15] bit
truncation techniques for k = 4. The DCT architecture was also tested
to compress the video benchmark backdoor [21] targeting pedestrian
recognition. The quality adaptation of the DCT engine was explored
by configuring the adders at higher accuracy (k = 2) in frames
where motion was detected, and lower accuracy (k = 5) otherwise.
Conversely, k was statically set to three for the DCT engines under
the approximations in [9] and [16], to match the quality achieved by
the proposed DCT engine at k = 2 for fair comparison. The results
obtained for the complete 2000-frame video sequence show that the
proposed technique reduces energy by 20% compared to [9] and [16],
thanks to dynamic reconfiguration.

For completeness, the output quality of DCT was evaluated also in
terms of the Mean Structural Similarity (MSSIM) metric [22], which
is relevant to the applications where DCT is employed. As shown
in Fig. 5(b), 12% better MSSIM was achieved by the proposed bit
truncation scheme, compared to [15] at iso-energy. The same results
were achieved with the scheme in [9], although it again covers
a smaller range of energy-quality tradeoffs, and the quality target
cannot be changed dynamically.

V. CONCLUSION

This brief proposed a novel nonzeroing bit truncation scheme
for the design of energy-quality scalable adders. In contrast to



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS 5

conventional zeroing bit truncation schemes, the proposed approach
sets the inputs associated with the truncated digits equal to proper
nonzero constant values that minimize the error on the output. The
proposed technique is able to retain the dynamic energy-quality con-
figurability of traditional reconfigurable approximate adders, while
achieving more favorable energy-quality tradeoff. The proposed
scheme increases the output quality by up to 8.5 dB in terms of
PSNR, and 67% in terms of MED, at no energy penalty, compared
to traditional zeroing bit truncation schemes.

When voltage scaling is applied, a 64% energy reduction has
been observed compared to the approximate adder in [18], which
specifically aims to extract energy savings from voltage scaling. More
substantial benefits have been shown compared to existing approx-
imate designs that do not allow dynamic energy-quality tradeoff.
Finally, the benefits of the proposed scheme have been quantified
in a DCT engine, and confirmed to be essentially the same as an
individual adder.
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