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Abstract— Multiply-accumulate (MAC) computations account
for a large part of machine learning accelerator operations.
The pipelined structure is usually adopted to improve the
performance by reducing the length of critical paths. An increase
in the number of flip-flops due to pipelining, however, generally
results in significant area and power increase. A large number
of flip-flops are often required to meet the feedforward-cutset
rule. Based on the observation that this rule can be relaxed in
machine learning applications, we propose a pipelining method
that eliminates some of the flip-flops selectively. The simulation
results show that the proposed MAC unit achieved a 20% energy
saving and a 20% area reduction compared with the conventional
pipelined MAC.

Index Terms—Hardware accelerator, machine
multiply-accumulate (MAC) unit, pipelining.

learning,

I. INTRODUCTION

ECENTLY, the deep neural network (DNN) emerged as

a powerful tool for various applications including image
classification [1]-[3] and speech recognition [4], [5]. Since an
enormous amount of vector-matrix multiplication computa-
tions are required in a typical DNN application, a variety of
dedicated hardware for machine learning have been proposed
to accelerate the computations [6], [7]. In a machine learning
accelerator, a large number of multiply—accumulate (MAC)
units are included for parallel computations, and timing-critical
paths of the system are often found in the unit.

A multiplier typically consists of several computational
parts including a partial product generation, a column addi-
tion, and a final addition. An accumulator consists of the
carry-propagation adder. Long critical paths through these
stages lead to the performance degradation of the overall
system. To minimize this problem, various methods have
been studied. The Wallace [8] and Dadda [9] multipliers are
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well-known examples for the achievement of a fast column
addition, and the carry-lookahead (CLA) adder is often used to
reduce the critical path in the accumulator or the final addition
stage of the multiplier.

Meanwhile, a MAC operation is performed in the machine
learning algorithm to compute a partial sum that is the accumu-
lation of the input multiplied by the weight. In a MAC unit,
the multiply and accumulate operations are usually merged
to reduce the number of carry-propagation steps from two to
one [10]. Such a structure, however, still comprises a long
critical path delay that is approximately equal to the critical
path delay of a multiplier.

It is well known that pipelining is one of the most popu-
lar approaches for increasing the operation clock frequency.
Although pipelining is an efficient way to reduce the critical
path delays, it results in an increase in the area and the
power consumption due to the insertion of many flip-flops.
In particular, the number of flip-flops tends to be large because
the flip-flops must be inserted in the feedforward-cutset to
ensure functional equality before and after the pipelining. The
problem worsens as the number of pipeline stages is increased.

The main idea of this paper is the ability to relax the
feedforward-cutset rule in the MAC design for machine
learning applications, because only the final value is used
out of the large number of multiply—accumulations. In other
words, different from the usage of the conventional MAC unit,
intermediate accumulation values are not used here, and hence,
they do not need to be correct as long as the final value is
correct. Under such a condition, the final value can become
correct if each binary input of the adders inside the MAC
participates in the calculation once and only once, irrespective
of the cycle. Therefore, it is not necessary to set an accurate
pipeline boundary.

Based on the previously explained idea, this paper proposes
a feedforward-cutset-free (FCF) pipelined MAC architecture
that is specialized for a high-performance machine learning
accelerator. The proposed design method reduces the area and
the power consumption by decreasing the number of inserted
flip-flops for the pipelining.

The remainder of this paper is organized as follows.
Section II reviews the feedforward-cutset rule for general
pipelining. In Section III, the FCF pipelining method is
introduced along with the process regarding the way it is
applied to the accumulator design. In Section IV, the proposed
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Fig. 1. (a) Block diagrams of the three-tap FIR filter [11]. (b) Valid

pipelining. (c) Invalid pipelining. “D” indicates a flip-flop.

scheme is applied to the MAC architecture. An evaluation
of the proposed pipelining method is described in Section V.
Finally, we conclude this paper in Section VI.

II. PRELIMINARY: FEEDFORWARD-CUTSET
RULE FOR PIPELINING

It is well known that pipelining is one of the most effective
ways to reduce the critical path delay, thereby increasing
the clock frequency. This reduction is achieved through the
insertion of flip-flops into the datapath.

Fig. 1(a) shows the block diagram of a three-tap finite-
impulse response (FIR) filter [11]

y[n] = ax[n] + bx[n — 1]+ cx[n — 2]. (1)

Fig. 1(b) and (c) shows pipelining examples regarding
the FIR filter. In addition to reducing critical path delays
through pipelining, it is also important to satisfy functional
equality before and after pipelining. The point at which
the flip-flops are inserted to ensure functional equality is
called the feedforward-cutset. The definitions of cutset and
feedforward-cutset are as follows [11]:

IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS

Cutset: A set of the edges of a graph such that if these
edges are removed from the graph, and the graph becomes
disjointed.

Feedforward-cutset: A cutset where the data move in the
forward direction on all of the cutset edges.

Fig. 1(b) shows an example of valid pipelining. The
two-stage pipelined FIR filter is constructed by inserting two
flip-flops along feedforward-cutset. In contrast, Fig. 1(c) shows
an example of invalid pipelining. Functional equality is not
guaranteed in this case because the flip-flops are not inserted
correctly along the feedforward-cutset.

III. PIPELINED ACCUMULATOR

While the conventional pipelining method is advantageous
because it effectively reduces the critical path delays, it leads
mostly to an increase in the area and the power consumption
due to the insertion of a large number of flip-flops. Moreover,
the constraint that requires the insertion of the flip-flops
according to the feedforward-cutset rule tends to significantly
increase the overhead. This section proposes a method for the
selective elimination of the flip-flops from the conventional
pipeline boundary by exploiting the unique characteristics of
the machine learning algorithm.

A. Proposed FCF Pipelining

Fig. 2 shows examples of the two-stage 32-bit pipelined
accumulator (PA) that is based on the ripple carry
adder (RCA). A[31 : 0] represents data that move from
the outside to the input buffer register. Areg[31 : 0] represents
the data that are stored in the input buffer. S[31 : 0]
represents the data that are stored in the output buffer register
as a result of the accumulation. In the conventional PA
structure [Fig. 2(a)], the flip-flops must be inserted along
the feedforward-cutset to ensure functional equality. Since
the accumulator in Fig. 2(a) comprises two pipeline stages,
the number of additional flip-flops for the pipelining is
33 (gray-colored flip-flops). If the accumulator is pipelined
to the n-stage, the number of inserted flip-flops becomes
33(n—1), which confirms that the number of flip-flops for the
pipelining increases significantly as the number of pipeline
stages is increased.

Fig. 2(b) shows the proposed FCF-PA. For the FCF-PA, only
one flip-flop is inserted for the two-stage pipelining. Therefore,
the number of additional flip-flops for the n-stage pipeline
is n — 1 only.

In the conventional PA, the correct accumulation values
of all the inputs up to the corresponding clock cycle are
produced in each clock cycle as shown in the timing diagram
of Fig. 2(a). A two-cycle difference exists between the input
and the corresponding output due to the two-stage pipeline.
On the other hand, in the proposed architecture, only the final
accumulation result is valid as shown in the timing diagram
of Fig. 2(b).

Fig. 3 shows examples of the ways that the conventional PA
and the proposed method (FCF-PA) work. In the conventional
two-stage PA, the accumulation output (S) is produced two-
clock-cycle after the corresponding input is stored in the
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Fig. 2. Schematics and timing diagrams of two-stage 32-bit accumulators.
(a) Conventional PA. (b) Proposed FCF-PA.

input buffer. On the other hand, regarding the proposed struc-
ture, the output is generated one clock cycle after the input
arrives. Moreover, for the proposed scheme, the generated
carry from the lower half of the 32-bit adder is involved in
the accumulation one clock cycle later than the case of the
conventional pipelining. For example, in the conventional case,
the generated carry from the lower half and the corresponding
inputs are fed into the upper half adder in the same clock cycle
as shown in the cycles 4 and 5 of Fig. 3 (left). On the other
hand, in the proposed FCF-PA, the carry from the lower half is
fed into the upper half one cycle later than the corresponding
input for the upper half, as depicted in the clock cycles 3-5 of
Fig. 3 (right). This characteristic makes the intermediate result
that is stored in the output buffer of the proposed accumulator
different from the result of the conventional pipelining case.

< Conventional > < Proposed >
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Fig. 3. Two-stage 32-bit pipelined-accumulation examples with the con-

ventional pipelining (left) and proposed FCF-PA (right). Binary number “1”
between the two 16-bit hexadecimal numbers is a carry from the lower half.

The proposed accumulator, however, shows the same final
output (cycle 5) as that of the conventional one. In addition,
regarding the two architectures, the number of cycles from the
initial input to the final output is the same. The characteristic
of the proposed FCF pipelining method can be summarized
as follows: In the case where adders are used to process data
in an accumulator, the final accumulation result is the same
even if binary inputs are fed to the adders in an arbitrary clock
cycle as far as they are fed once and only once.

In the machine learning algorithm, only the final result
of the weighted sum of the multiplication between the input
feature map and the filters is used for the subsequent operation,
so the proposed accumulator would produce the same results
as the conventional accumulator.

Meanwhile, the CLA adder has been mostly used to reduce
the critical path delay of the accumulator. The carry prediction
logic in the CLA, however, causes a significant increase in the
area and the power consumption. For the same critical path
delay, the FCF-PA can be implemented with less area and
lower power consumption compared with the accumulator that
is based on the CLA.

B. Modified FCF-PA for Further Power Reductions

Although the proposed FCF-PA can reduce the area and the
power consumption by replacing the CLA, there are certain
input conditions in which the undesired data transition in the
output buffer occurs, thereby reducing the power efficiency
when 2’s complement numbers are used. Fig. 4 shows an
example of the undesired data transition. The inputs are
4-bit 2’s complement binary numbers. Ageg[7 : 4] is the sign
extension of Ageg[3], which is the sign bit of Ageg[3 : 0].
In the conventional pipelining [Fig. 4 (left)], the accumula-
tion result (S) in cycle 3 and the data stored in the input
buffer (Agreg) in cycle 2 are added and stored in the output
buffer (S) in cycle 4. In this case, the “1” in Ageg[2] in cycle 2
and the “1” in S[2] in cycle 3 are added, thereby generating a
carry. The carry is transmitted to the upper half of the S, and
hence, S[7:4] remains as “0000” in cycle 4.
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with 4-bit 2’s complement input numbers. Binary number “1” between the
two 4-bit hexadecimal numbers is a carry from the lower half.
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Fig. 5. Proposed (a) FCF-PA and (b) MFCF-PA for the improvement of the
power efficiency.

On the other hand, in the FCF-PA [Fig. 4 (right)], Areg[2]
and S[2] are added in cycle 2, thereby generating a carry.
In cycle 3, the generated carry from the lower half is stored
in the flip-flop. The carry is no longer propagated toward
the upper half in this clock cycle. In the next clock cycle
(cycle 4), the carry that is stored in the flip-flop is transferred
to the carry input of the upper half. During the calculation,
it can be observed that S[7 : 4] changes to “1111” in cycle
3 and returns to “0000” in cycle 4. Although this undesired
data transition does not affect the accuracy of accumulation
results, it reduces the power efficiency of the FCF-PA. Fig. 5(a)
shows the structure of the FCF-PA for the 2’s complement
numbers. The binary numbers in the diagram indicate the sign
extension of ARreg[m — 1] and the carry bits for the undesired
data transition case.
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Fig. 7.  Pipelined column addition structure with the Dadda multiplier.

(a) Conventional pipelining. (b) Proposed FCF pipelining. HA: half-adder.
FA: full adder.

To prevent the undesired data transitions, the sign extended
the input number to RCA[n — 1 : k] and the carry out of
RCA[k —1 : 0] must be modified to “0” if both of Ageg[m —1]
and the carry out from RCA[k — 1 : 0] are “1”; therefore,
the undesired data transition can be prevented by detecting
such a condition. Since the critical delay becomes too long
if the upper half-addition needs to wait until the decision
regarding the lower half carry-out condition detection, the
modified version of the FCF-PA (MFCF-PA) is proposed here
as shown in Fig. 5(b). Accordingly, an additional flip-flop was
added between the two RCAs to prevent the formation of a
long critical path. RCA[n — 1 : k] receives both Afjx with
the sign extension and the Carryg;, signals as modified input
values. Afix generates “0” when Areg[m — 1] and Carry are
both “1.” Otherwise, Areg[m — 1] is buffered in Apix as it
is. Similarly, Carryp;, generates “0” when Ageg[m — 1] and
Carry are both “1.” Otherwise, Carry is buffered in Carryg;,
as it is. Although an additional NORI(NOR + INV) gate causes
an additional delay (150 ps at SS corner, 10% supply voltage
drop, 125 °C temperature in our analysis) in the critical path,
the overhead is negligible considering that target clock period
ranges from 1.1 to 2.7 ns (in Section V). In the event that
the accumulator is pipelined to multiple stages, the insertion
of the additional logic into all of the pipeline stages may
increase the area overhead. To reduce the overhead, the
modified structure [Fig. 5(b)] is inserted into only one pipeline
stage. For the rest of the pipeline stages, only the FCF-PA
[Fig. 5(a)] is used. Fig. 6 shows a block diagram of the
MFCF-PA. A good power efficiency is still shown, because the
probability of the sign extension bit becoming “1” is reduced,
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Dotted box: FCF area where the flip-flops are removed from the conventional pipelined MAC.

and therefore, the chance of the undesired data transitions in
the other RCAs is reduced. Please note that the accuracy of
computation is not affected even if the rare case of undesired
data transition occurs.

IV. PIPELINED MAC UNIT

The column addition in the MAC operation is for the cal-
culation of binary numbers in each addition stage using the
half-adders and/or full adders and then for the passing of the
results to the next addition stage. Since MAC computations are
based on such additions, the proposed pipelining method can
also be applied to the machine learning-specific MAC struc-
ture. In this section, the proposed pipelining method is applied
to the MAC architecture by using the unique characteristic of
Dadda multiplier. The Dadda multiplier performs the column
addition in a similar fashion to the Wallace multiplier which
is widely used, and it has less area and shorter critical path
delay than the Wallace multiplier [13].

Fig. 7 shows the pipelined column addition structures in
the Dadda multiplier. The Dadda multiplier performs the
column addition to reduce the height of each stage. If a
particular column already satisfies the target height for the next
column addition stage, then no operation is performed during
the stage [13]. Using this property, the proposed pipelining
method can be applied to the MAC structure as well. Fig. 7(a)
is an example of pipelining where the conventional method is
used. All of the edges in the feedforward-cutset are subject to
pipelining. On the other hand, in the proposed FCF pipelining
case [Fig. 7(b)], if a node in the column addition stage does not
need to participate in the height reduction, it can be excluded
from the pipelining [the group in the dotted box of Fig. 7(b)].
In other words, in the conventional pipelining method, all the
edges in the feedforward-cutset must be pipelined to ensure

functional equality regardless of a timing slack of each edge
[Fig. 7(a)]. However, in the FCF pipelining method, some
edges in the cutset do not necessarily have to be pipelined if
the edges have enough timing slacks [Fig. 7(b)]. As a result,
a smaller number of flip-flops are required compared with the
conventional pipelining case. On the other hand, in the Wallace
multiplier, as many partial products as possible are involved
in the calculation for each column addition stage. Because
the partial products do not have enough timing slack to be
excluded from pipelining, the effectiveness of the proposed
FCF pipelining method is smaller in the Wallace multiplier
case than in the Dadda multiplier case.

Fig. 8 shows the block diagrams of pipelined MAC archi-
tectures. The proposed MAC architecture [Fig. 8(b)] combines
the FCF-MAC (MAC with the proposed FCF pipelining) for
the column addition and the MFCF-PA for the accumulation.
Instead of pipelining all of the final nodes in the column addi-
tion stage as in Fig. 8(a), the proposed FCF-MAC architecture
is used to selectively choose the nodes for the pipelining. For
the proposed architecture, the merged multiply—accumulation
style is adopted [12]. The final adder is placed in the last
stage of the MAC operation. In general, the final adder is
designed using the CLA to achieve a short critical path delay.
In contrast, the proposed design uses the MFCF-PA style
in the accumulation stage in consideration of the greater
power and the area efficiency of the MFCF-PA, as described
in Section III.

V. RESULTS
A. Experimental Setup

We evaluate the proposed FCF pipelining method in this
section. First, for application of the accumulator-only case,
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binary-weight-networks [14], [15] are considered. For the
input of the accumulator, the 16-bit 2’s complement number
is used considering that many state-of-the-art DNN hardware
accelerators use the 16-bit as their bit precision [6], [16], [17].
For the accumulator to construct an output feature in
AlexNet [1], 11 extra bits are required to fully accumulate
the input features. Hence, we determine the number of bits
in the accumulator to be [16 (InputFeature) 4+11 (Accumula-
tion) =] 27-bit. For the MAC case, the 16-bit 2’s complement
number is used for both the input feature and weight. In that
case, the number of bits in the final adder is determined to
be [16 x 2 (Multiplication) +11 (Accumulation) =] 43-bit.
The design is synthesized with the gate-level cells in
a 65-nm CMOS technology using Synopsys Design Com-
piler. For some custom designs, “set_dont_touch” command
of Design Compiler is used after the direct instantiation of
the cells in the standard library, rather than the synthesis
of cells using the register-transfer level description. Synop-
sys PrimeTime is used to analyze the area and the power
consumption. For the evaluation of the power consumption,
we run the time-based analysis with a value charge dump file
in the PrimeTime PX. Both the actual input features (ImageNet
data set) and random vectors generated by the pseudorandom
number generator (PRNG) are fed as input data. We design the
CLA by simply describing it as “A + B” in Verilog Hardware
Description Language and by synthesizing/optimizing using
Design Compiler. All simulation results for the area and the
power consumption include input and output buffers. The num-
bers above bars in the figures indicate normalized area/power
to the CLA-based accumulator (accumulator-only case) or
“MAC + CLA” configuration (MAC case).

B. Power and Area Analysis

Fig. 9 shows the area comparison between the conventional
and proposed accumulators. The areas of the accumulators
are compared with each other using the designs that are syn-
thesized for the same target clock period. When synthesized
for the 2.7-ns target, the area of the FCF-PA is 8% smaller
than the area of the CLA-based accumulator. For the 1.1-
ns designs, the area reduction increases to 19%, because the
carry prediction logic of CLA becomes more complicated
for lower target clock period. Meanwhile, a carry-save adder
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Fig. 10. Block diagrams of (a) CSA + VMA and (b) CondSA.

(CSA)-based accumulator [Fig. 10(a)] itself does not expe-
rience carry propagation because each digit of the addition
result is composed of 2-bit, thereby achieving both the shorter
latency and lower area/power. However, carry propagation
in vector merging adder (VMA) is necessary to convert the
2-bit digit into the 1-bit digit, before the final accumula-
tion result is transferred to another functional block. The
area of the CSA + VMA-based accumulator is 85%—104%
larger than the CLA-based accumulator. The conditional-sum
adder (CondSA)-based accumulator [Fig. 10(b)] requires
a 70%-82% larger area than the CLA-based accumulator,
because the CondSA requires extra adders to precalculate the
expected sum values for both “0” and “1” of carry-in values
and requires extra muxes to select one of the precalculated
sum values.

Fig. 11 shows that the proposed accumulators consume less
power than the conventional accumulators. When the target
clock period is 2.7 ns, the power consumption of the FCF-PA
is 4% smaller that of the CLA-based accumulator, and 13%
smaller with the 1.1-ns target. Moreover, MFCF-PA saves
more power than FCF-PA as expected. Compared with the
CLA-based accumulator, MFCF-PA consumes 12% less power
at the 2.7-ns clock period and 19% less power at the 1.1-ns
period, respectively. The area overhead for the conversion of
the FCF-PA to the MFCF-PA is approximately 2%. In addition,
CSA + VMA- and CondSA-based accumulators experience an
increase in power consumption by 60%—-78% and 18%—78%,
respectively, compared with the CLA-based accumulator due
to the extra adders and multiplexers. The power dissipation of
the accumulator is similar in both the cases when the random
values generated from the PRNG are fed and when the actual
ImageNet data set is fed.
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in the figures: normalized power to the CLA-based accumulator.

TABLE I

EXTRA CLOCK CYCLES FOR THE PROPOSED ACCUMULATORS.
BOTH CONVOLUTIONAL AND FULLY CONNECTED LAYERS
OF ALEXNET ARE CONSIDERED. BASELINE IS
CLA-BASED ACCUMULATOR

Extra Clock Cycles
Target Clock Period | (% of Accumulation Cycles)
FCF-PA | MFCF-PA
1.1 5 (0.07%) 6 (0.08%)
1.5 3 (0.04%) 4 (0.05%)
1.8 2 (0.03%) 3 (0.04%)
2.7 1 (0.01%) 2 (0.03%)
OMAC + CLA MAC + MFCF-PA
mFCF-MAC + CLA m FCF- MAC + MFCF-PA
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Fig. 12.  Comparison of MAC area between conventional and proposed

pipelining methods. (a,b,c) along the x-axis implies that the MAC unit consists
of an “a”-stage column addition and a “b”-stage final addition. The MAC unit

TRt}

is composed of the “c”-stages in total. Numbers above bars in the figures:
normalized area to the “MAC + CLA” configuration.

Table I shows additional clock cycles required to com-
pute the final result when the CLA-based accumulator is
changed to the proposed PAs. The FCF-PA requires additional
1-5 clock cycles depending on the target clock periods. The
MFCF-PA requires one additional clock cycle compared with
the FCF-PA (Section III-B). Considering the average number
of accumulations [363 (ConvLayerl) +1200 (ConvLayer2)
+2304 (ConvLayer3) +2 x 1728 (ConvLayer4,5) +43264
(FCLayerl) +2 x 4096 (FCLayer2,3)/8 = 7347] for the
computation of convolutional and fully connected layers of
AlexNet, the extra clock cycle overhead is 0.01%-0.08%,
which is negligible.

Figs. 12 and 13 show the area and power consump-
tion of the MAC units with the conventional and proposed
pipelining methods. The baseline is the MAC architecture
with the conventional pipelining and the CLA for the final
adder (MAC + CLA). When the accumulator is changed
to MFCF-PA in the four-stage pipelined MAC configuration

Comparison of power dissipation among CSA 4+ VMA, CondSA, CLA-based accumulators, proposed FCF-PA, and MFCF-PA. Numbers above bars

TABLE I

EXTRA CLOCK CYCLES FOR THE PROPOSED MAC UNITS.
BOTH CONVOLUTIONAL AND FULLY CONNECTED
LAYERS OF ALEXNET ARE CONSIDERED.
BASELINE IS MAC + CLA

Extra Clock Cycles
Pipeline Stages (% of Accumulation Cycles)
in Baseline MAC | FCF-MAC FCF-MAC
+ CLA + MFCF-PA
2 0 5 (0.07%)
3 0 8 (0.11%)
4 0 13 (0.18%)

(MAC + MFCF-PA), the area and the power consump-
tion are reduced by 8% and 3%, respectively. Applying
the FCF pipelining method to the column addition archi-
tecture in the MAC, and using the CLA as the final adder
(FCF-MAC + CLA), the area and the power consumption
decreased by 13% and 17%, respectively. When the proposed
scheme is applied to both the column addition and accumula-
tion stages (FCF-MAC + MFCF-PA), the area and the power
consumption are reduced by 20% and 19%, respectively,
compared with the baseline design. FCF pipelining method is
very helpful for power saving, because the power consumed by
the clock network and the flip-flops occupies a large portion of
the total power consumption. For example, in the four-stage
“MAC + CLA” configuration, the power consumed by the
clock network and the flip-flops is 70% of the total power,
and the proposed scheme removes 28% of the total flip-flops.
As with the accumulator-only case, the power dissipation
of the MAC is similar in both the cases when the random
values generated from the PRNG are fed and when the actual
ImageNet data set is fed.

Table II shows additional clock cycles required for
the final result when the conventional MAC architecture
(MAC + CLA) is converted to the proposed MAC archi-
tectures. When the MAC architecture is configured as
“FCF-MAC + CLA,’ the same number of clock cycles is
required to compute the final MAC result compared with the
baseline design. When the MFCF-PA is used as an accumu-
lator (FCF-MAC 4 MFCF-PA), it requires 5—13 more clock
cycles compared with the baseline. The number of additional
clock cycles, however, is only 0.07%-0.18% of the average
total clock cycles for the MAC operation in the convolutional
and fully connected layers of AlexNet.
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Fig. 13. Comparison of MAC power consumption between conventional and proposed pipelining methods. (a,b,c) along the x-axis implies that the MAC unit
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VI. CONCLUSION

We introduced the FCF pipelining method in this paper.
In the proposed scheme, the number of flip-flops in a pipeline
can be reduced by relaxing the feedforward-cutset constraint,
thanks to the unique characteristic of the machine learning
algorithm. We applied the FCF pipelining method to the
accumulator (FCF-PA) design, and then optimized the power
dissipation of FCF-PA by reducing the chance of undesired
data transitions (MFCF-PA). The proposed scheme was also
expanded, and applied to the MAC unit (FCF-MAC). For the
evaluation, the conventional and proposed MAC architectures
were synthesized in a 65-nm CMOS technology. The proposed
accumulator showed the reduction of area and the power con-
sumption by 17% and 19%, respectively, compared with the
accumulator with the conventional CLA adder-based design.
In the case of the MAC architecture, the proposed scheme
reduced both the area and power by 20%. We believe that the
proposed idea to utilize the unique characteristic of machine
learning computation for more efficient MAC design can be
adopted in many neural network hardware accelerator designs
in the future.
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