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Abstract— This paper presents an energy- and area-efficient
architecture for approximated discrete cosine transform (DCT).
Due to the good compression ability, DCT is widely exploited
in signal processing. However, it is computationally intensive
especially for large transform sizes. In this paper, we have
reduced the computation cost of DCT by truncating a couple
of least significant bits (LSB), most significant bits (MSB), and
zero columns. First, considering that the contribution of LSBs is
weakened because of the final right shift operation, we have
eliminated the computation process for some LSBs. For the
addition of the remaining LSBs, a parallel carry propagation
adder is proposed to reduce the calculation latency. Second,
owing to the phenomenon that high-frequency components are
quite small in natural scenes, a couple of MSBs are selectively
truncated according to their positions. Third, quantization is
taken into account for the system-level optimization. The quan-
tized results of all-zero columns are utilized to skip the column
transforms afterward. The experimental results show that at most
32% area consumption and 60% power consumption can be
reduced compared with the originally accurate DCT, while the
compression efficiency loss caused by the DCT approximation is
negligible for High Efficiency Video Coding.

Index Terms— DCT, approximate computing, HEVC, VVC,
truncation.

I. INTRODUCTION

D ISCRETE cosine transform (DCT) is significantly
important and widely utilized in signal compression.

Through DCT, spatial signals can be converted to frequency
domain, in which each signal is decomposed of components at
different frequencies. For natural signals, most of the energy is
concentrated in the low-frequency regions. Therefore, the low
frequency components are remained while the signals at high
frequency region could be sparsed for the compression. In the
latest video compression standard High Efficiency Video Cod-
ing (HEVC) [1], DCT is adopted as an essential coding feature.
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The larger transform size has better energy concentration
ability which can yield higher compression ratio. As depicted
in [2], the introduction of large transforms can contribute to
around 10% coding efficiency improvement for 1080p and
larger videos. Therefore, in order to realize higher compression
performance, HEVC supports larger DCT than previous
standards such as H.264. As reported in [3], the largest DCT
size can reach 32×32 in HEVC, while it is only 8×8 in H.264.
However, in order to perform larger DCT, the computational
complexity drastically increases. In the recent HEVC intra
encoder [4], transforms account for about 53% logical
gate counts. Therefore, a low-cost DCT architecture is
desired.

Many low-cost designs [5]–[10] have been developed for
H.264 transform. However, due to the fact that the transform
size is different, those methods cannot be straightly applied
in HEVC. In order to reduce the cost of DCT and inverse
DCT (IDCT) in HEVC, many works have been exploited
in [11]–[16]. They utilized Chen’s algorithm [17] so that
one 2N-point transform could be decomposed into even and
odd parts, and then even part shares the same architecture
with the N-point transform. By recursively decomposing the
even parts, the number of multiplications and additions could
be significantly reduced. However, despite of using Chen’s
algorithm, the remaining hardware cost is still high. Therefore,
some approximated methods are incorporated to further reduce
the cost. Meher et al. [18] presented a pruned transform
architecture in which the least significant bits (LSB) are
truncated. Potluri et al. [19] proposed an approximated 8-point
DCT which only required 14 additions. Masera et al. [20]
factorized a complete DCT to Walsh-Hadamard transform and
given rotations which could be adaptively filtered to save
the power consumption. Jridi et al. [21], [22] developed an
orthogonal approximation architecture where the approxima-
tion for 2N-point DCT could be derived from N-point DCT.
Bouguezel et al. [23] created a binary matrix to replace the
original matrix to achieve a multiplier-less architecture. The
above approximated methods can be categorized into two
groups by the value of transform matrix. The works with
modified matrix such as [19] and [21]–[23] are placed in
the first category. In [19] and [23], the coefficients of the
modified transform matrix are either ±1 or 0. In [21] and [22],
the coefficients of the Odd part are altered to the same
coefficients of the Even part. One major merit of the matrix
modification is to simplify the calculation. However, it also
results in significant coding efficiency degradation. For [22],
the BD-psnr loss is more than 0.3dB. Therefore, in order to
keep the coding performance, we have chosen to be in the
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second category which does not involve the transform matrix
alteration.

In addition to the above works which utilizes the feature of
approximation, some other designs took the advantage of zero-
element skipping to save the hardware cost. Sun et al. [24]
proposed a zero-skipping method for the memory read/write
operations in the system of de-quantization and inverse trans-
form. Tikekar et al. [2] skipped the computation of zero
rows/columns based on the information of last non-zero flag.
These methods are efficient for IDCT, however, they cannot
be directly applied to DCT. That is because the inputs of
IDCT are frequency-domain coefficients that are full of zero
elements, therefore, the positions zero elements are already
known before performing IDCT. However, for DCT, the inputs
are spatial residuals that are regularly non-zero. Hence, the
zero skipping for DCT requires the estimation of the zero
element positions.

In the video encoding applications, both DCT and IDCT are
amenable to adopt approximation. In this manuscript, we start
the approximation from DCT due to its larger hardware cost in
some encoding implementations. As presented in many real-
time encoder architectures such as [4] and [25], DCT is usually
used in both mode decision and reconstruction loop, while
IDCT is generally only adopted in the reconstruction loop.
That is because the lack of inverse transform only influences
the distortion estimation which will not incur significant
performance loss. As a result, in [4], DCT occupies 369K
gates while IDCT consumes about 211K gates.

In this paper, we focus on an energy- and area-efficient
DCT design. In order to maintain a good coding performance,
we aim to manage the approximation without altering the
transform matrix. The contributions of the paper are as follows.

1) LSB truncation (LT): We eliminate the carry propagation
from the 6-th LSB to the 7-th LSB by truncating the lowest
6 bits. For the addition of remaining LSBs, a parallel process-
ing scheme for the carry generation is presented.

2) MSB truncation (MT): An unfixed MSB truncation
scheme according to the position of the transformed coefficient
is developed.

3) Zero column truncation (ZCT): Quantized results are
utilized to determine the activities of the column transform.
Once there is an all-zero quantized column, the process for
the following columns is skipped.

The rest of the paper is organized as follows. In Section II,
the decomposition for DCT is demonstrated. The approx-
imated schemes for LT, MT and ZCT are presented in
Section III, IV and V respectively. In Section VI, we provide
the extensibility to support various sizes of DCT. The results
and analysis of coding efficiency and hardware cost are given
in Section VII, followed by the conclusion and future work in
Section VIII.

II. DCT DECOMPOSITION

A. Decomposition of 32-Point DCT

Taking 32-point DCT as an example, according to Chen’s
algorithm, it can be decomposed into three stages as shown
in Fig. 1. In the first stage, a butterfly structure is employed.
After that, the core computation can be divided into the Even

Fig. 1. Decomposition of 32-point DCT. Our proposals in this paper are
focused on Odd and EO part.

Fig. 2. The circuit for the Odd part of 32-point DCT.

and Odd part. There are 16 inputs and outputs for both parts.
In fact, the Even part can be further decomposed into the even-
even (EE) part and even-odd (EO) part. Finally, the results of
the Even and Odd parts are permutated.

When the input bit-width of 32-point DCT is 16, the input
bit-width of the Odd part becomes 17 after the butterfly
structure, and the circuit of the Odd part is shown in Fig. 2.
For each input, it is multiplied by a constant coefficient defined
by the HEVC transform matrix. The largest magnitude of a
constant coefficient is 90, therefore, the corresponding product
is 24-bit. 15 additions are required to calculate the summation
of 16 products. Finally, an 11-bit right shift operation is
executed to generate the 16-bit final result.

The circuit of the EO part is shown in Fig. 3, which is
similar to that of the Odd part. The input bit-width becomes
18 after the butterfly structure. The constant coefficients are
different from that of the Odd part. The largest magnitude is
90. Seven additions are required to calculate the summation
of eight products. Finally, an 11-bit right shift operation is
executed to generate the final results.

Between the Even and Odd part, the latter takes the majority
of the hardware resources. As shown in Fig. 2, when calculat-
ing one result of the Odd part, 16 multiplications are required.
Overall it used 256 multiplications to generate 16 results of
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Fig. 3. The circuit for the EO part of 32-point DCT.

the Odd part. For the Even part, it is further decomposed to the
EE and EO part, as shown in Fig. 1. For the EO part, it uses
64 multiplications to produce eight results as shown in Fig. 3.
Similarly, for EE part, it also costs 64 multiplications. Overall,
the Even part cost 128 multiplications, which is smaller than
the Odd part. It is noted that in fact, the EE part can be further
decomposed so that the number of demanded multiplications
for EE part can be smaller than 64.

The architecture of 32-point DCT has been presented in the
above. In fact, the architecture of the other transform sizes
is very similar. For instance, for 16-point DCT, the Odd part
resembles to the EO part of 32-point DCT, as shown in Fig. 3.
The only difference is that the input becomes 17-bit and the
final right shift turns into 10-bit rather than 11-bit.

B. Design Strategy

The structure of 32-point DCT is shown in Fig. 1. Our
proposal is focused on Odd and EO part. The circuit of
Odd and EO part is shown in Fig. 2-3, we can see that the
essence of Odd and EO calculation can be summarized as
two stages: sum-of-product (SOP) and right-shift operation.
At first, because of the right-shift, some LSB operations in
SOP have limited effect on the final result. Therefore, we
propose LSB truncation for SOP part which is proposed in
Section III. Secondly, the magnitude of the high-frequency
component is usually small, so it is not necessary to use
the entire bits. Some MSBs can be truncated. The MSB-
oriented methods are given in Section IV. Finally, quantized
transformed results of high-frequency components are usually
zero, so the DCT calculation for these zero elements can be
skipped, as shown in Section V.

III. LEAST SIGNIFICANT BIT TRUNCATION (LT)

In the previous section, we have shown that the Odd
part consumes more hardware resources than the Even part.

Therefore, we start to reduce the hardware cost from the
Odd part. From the final stage of Fig. 2, we can see that the
11-bit right shift is implemented for the Odd part. Therefore,
the LSB’s contribution to the final results is likely to be
ignored due to the right shift. In order to eliminate the needless
calculation, truncation is employed for a couple of LSBs.

A. Arithmetic-Free Scheme for Six-LSBs

We determined the number of LSB truncation bits based
on an error analysis. As described in Section II, the Odd part
is actually a SOP operation, each product can be written as
Pi = Ti Xi where Ti are the transform coefficients and Xi are
the input. The final output (summation) can be calculated by
the following equation where N is the number of products.

y =
∑N−1

i=0
Ti X i =

∑N−1

i=0
Pi (1)

When truncating LSBs for the product term, an accurate Pi

will become an approximated term P̂i . Therefore, the final
output can be represented as

ŷ =
∑N−1

i=0
P̂i (2)

For each product term, given that the precision of the
approximated product is p1, thus the truncation error is
bounded by 2−p1. Therefore, the sum of error comes from
the truncation is

Etrun =
∑N−1

i=0
(Pi − P̂i ) ≤2logN

2 −p1 (3)

In addition to the above truncation error, there is another
error coming from rounding. It is because the precision of
the product is larger than the precision of the final output,
so we have to round the value. Given that the precision of final
output is p2, thus the rounding error is bounded by 2−p2−1.
Therefore, the overall error is given in Eq. (4).

E = Etrun + Eround ≤ 2logN
2 −p1 + 2−p2−1 (4)

To achieve the last-bit accuracy, the maximum tolerant error
is 2−p2 as reported in [26]. Therefore, we have to satisfy the
condition in Eq. (5).

2logN
2 −p1 + 2−p2−1 ≤ 2−p2 (5)

To satisfy Eq. (5), p1 − p2 should be not smaller than
logN

2 + 1, which means at least we need logN
2 + 1 more bits

for the product compared with the final output. For 32-point
DCT, N is 16, so 5 more bits are required for the precision of
the product than the final output. In the original DCT, there
are 11 more bits for the precision of the product than the final
output. Therefore, we decide to truncate 6 LSBs for products
in our method.

To explore the effect of LSB truncation on the output,
the 24-bit production is divided into MSB and LSB part,
which take (24-N) and N bits, respectively as shown in Fig. 4.
Pn (n = 1, 2, 3 . . . 16) are 16 products and N is the num-
ber of truncated LSBs for each product. The summation
of 16 truncated LSBs is calculated and marked as B[N+3:0].
The summation of the remaining MSBs are left shift by N-bit
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Fig. 4. Splitting the 24-bit product into (24-N) MSB and N LSB (N is the
truncate bits). It is noted that the summation of the above adder is (27-N) bit
rather than (28-N) bit because of the magnitudes of constant coefficients.

Fig. 5. The summation of A and B, A is the summation of (24-N) MSBs
and B is the summation of N LSBs.

and marked as A[26:0]. The final result can be calculated by
the following equation.

Y = ((A[26 : 0] + B[N + 3 : 0]) � 11) (6)

The summation of A and B is shown in Fig. 5. The sum will
be right shifted for 11 bits to generate the final result. N LSBs
of A are all zero. If the summation of A[10:N] and B[N+3:N]
is larger than (211−N − 1), there is a carry propagation to the
12th LSB which will be retained after 11-bit right shift. In this
case, the truncation of B[N+3:N] will influence the final result.

The probability can be formulized in Eq. (8) where the
denominator represents the overall cases (different values) of
A[10:N] and B[N+3:N], while the numerator means the num-
ber of cases that the summation of A[10:N] and B[N+3:N] is
larger than 211−N −1. For the denominator, since the range of
A[10:N] is from 0 to 211−N − 1, and the range of B[N+3:N]
is from 0 to 24 − 1. So the number of overall combinational
cases is 24 ×211−N . For the numerator, the analysis is divided
in two situations. One situation is 211−N − 1 ≥ 15, and the
other situation is 211−N − 1 < 15.

In the first situation, if B[N+3:N] is 1, the summation of
A[10:N] and B[N+3:N] will be larger than 211−N − 1 only
when A[10:N] is 211−N −1. If B[N+3:N] is 1, the summation
of A[10:N] and B[N+3:N] will be larger than 211−N −1 when
A[10:N] is 211−N − 1 or 211−N − 2. In fact, for each specific
value β of B[N+3:N], there are β cases that he summation
of A[10:N] and B[N+3:N] will be larger than 211−N − 1.
Therefore, overall there are

∑15
i=0 i cases that satisfied the

condition.
In the second situation, when B[N+3:N] is within the range

of [0, 211−N −1], for each specific value β of B[N+3:N], there
are β cases that he summation of A[10:N] and B[N+3:N]
will be larger than 211−N − 1. When B[N+3:N] is larger than
211−N − 1, the summation of A and B will always be larger

TABLE I

THE PROBABILITY THAT THE TRUNCATION WILL INFLUENCE
THE FINAL RESULT FOR THE ODD PART

than 211−N − 1 regardless of the value of A[10:N]. Therefore,
the overall cases can be calculated in Eq. (7).

(
∑211−N −1

β=0
β)+

∑15

β=211−N
211−N ) = 210−N × (31 − 211−N )

(7)

As a result, the probability could be written as Eq. (8).

P (N) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∑15
i=0 i

24 × 211−N
211−N − 1 ≥ 15

210−N × (
31 − 211−N

)

24 × 211−N

= 31 − 211−N

25
211−N − 1 < 15

(8)

The results in the case of N being from 4 to 7 are shown
in Table I. When N is 6, the error probability is 23.44%.

In order to provide a more generic formula, we generalize
Eq. (8) to Eq. (9). There are three parameters which will
influence the probability, the first one is the number of inputs
and the second one is how many bits are right shifted.
In addition, the number of truncated LSBs will also affect
the probability. We use M, S and N to represent the above
three parameters, respectively.

Therefore, our problem is to calculate the probability that
the summation of A[S-1:N] and B[N+logM

2 − 1:N] is larger
than 2S−N − 1. The range of A[S-1:N] is from 0 to 2S−N − 1,
and the range of B[N+logM

2 − 1:N] is from 0 to M-1.
Therefore, the number of combinational cases of A[S-1:N] and
B[N+logM

2 −1:N] is M ×2S−N , as shown in the denominator
of Eq. (9). For the numerator, the analysis is divided to two
situations, one is 2S−N − 1 ≥ (M − 1), and the other is
2S−N −1 < (M−1). In the first situation, the number of cases
that the summation is larger than 2S−N − 1 is

∑M−1
i=0 i . In the

second situation, the number of cases that the summation is
larger than 2S−N −1 is equal to 2S−N−1 ×(

2M − 1 − 2S−N
)
.

Therefore, the probability can be written in Eq. (9).

P (M, N, S) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∑M−1
i=0 i

M × 2S−N
2S−N − 1 ≥ M − 1

2S−N−1 × (
2M − 1 − 2S−N

)

M × 2S−N

= 2M − 1 − 2S−N

2M
2S−N − 1 < M − 1

(9)

It is noted that each bit of A[10:0] and B[N+3:0] has equal
probability to be 0 or 1. As shown in Fig. 5, A[10:0] and
B[N+3:0] will decide the value of 11 LSBs. The histogram
for the value of 11 LSBs is shown in Fig. 6. We can see
that the probability is almost the same for each value within
the range of 0 and 2047. Therefore, each bit of A[10:0] and
B[N+3:0] is supposed to be 0 or 1 at 50% probability.

After truncating 6 LSBs for products, the bit-width of
products are reduced from 24-bit to 18-bit. Correspondingly,
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Fig. 6. The histogram of the value of 11LSBs.

Fig. 7. Converting the multiplication with 90 to the addition of four items.

TABLE II

THE NUMBER OF TRUNCATED LSBS FOR THE INPUT WHEN
MULTIPLYING BY DIFFERENT COEFFICIENTS

the right shift is reduced from 11-bit to 5-bit in the end.
However, each product is the multiplier results of the inputs
(Xn in Fig. 2) and constant coefficients. When generating
product, the arithmetic operation of 6 LSBs is still required
since the carry propagation to the 7-th LSB will also influence
the final results. In order to further reduce the cost of the
multiplication of inputs and constant coefficients, we truncate
the LSBs of inputs and the number of truncated bits is
dependent on the magnitude of coefficient. For example, when
the coefficient is 90, the multiplication can be represented
as the addition of four items as shown in Fig. 7. In the
origin, the carry depends on the summation of the four items.
If 3 LSBs are truncated, there will be no carry propagation to
the 7-th LSB. For the other constant coefficients, the number
of truncated LSBs for the inputs is listed in Table II. Note that
when the constant coefficient is 4, the multiplication with the
input is just left shift operation. Therefore, we do not truncate
the LSBs of the inputs that are multiplied with 4.

B. Low-Latency Carry Estimation From Five-LSBs

After truncating the 6 LSBs, the bit-width of products is
reduced from 24 to 18. Correspondingly, the right shift in

TABLE III

TRUTH TABLE OF 1-bit OR OPERATION AND ADDITION

the final step is reduced from 11 to 5. Therefore, for the
addition of 16 products, the lowest 5 bits still have a limited
effect on the final output, as only the carry value will be kept
due to the right shift operation. Therefore, in this subsection,
a low-latency carry estimation method for the lowest 5 bits is
proposed.

Suppose the 5-bit LSBs of two products are A[4:0] and
B[4:0]. At first, the item of A[4]&B[4] is used for the carry
estimation as shown in the following equation.

C1 = A [4] &B [4] (10)

If A[4]&B[4] is one, the carry propagation to the 6-th
LSB is absolutely one which means that the precision rate
(the fraction of retrieved cases that are relevant to the query)
is 100%. However, for all the combinations of A and B, there
are 496 cases that will lead to the carry propagation while there
are only 256 cases when A[4]&B[4] is one. The recall rate (the
fraction of the relevant cases that are successfully retrieved)
is only 52% by only using A[4]&B[4] for the estimation. The
definition of precision rate and recall rate can be obtained by
the following equations.

precision rate

=
number of cases satisfy (10) and the accurate
carry propagation to the 6-th LSB is 1

number of cases satisfy (10)
(11)

recall rate

=
number of cases satisfy (10) and the accurate
carry propagation to the 6-th LSB is 1

number of cases that accurate
carry propagation to the 6-th LSB is 1

(12)

In order to increase the recall rate, the results of OR
operation of A and B are used to predict the carry propagation
as shown in the following equation.

C2 = (A|B == 5�b11111) (13)

A|B is the bit-wise OR operation of A and B, e.g.,
A = 10101, B = 01110, then A|B = 11111. According to
the truth table in Table III, we can obtain that if (A[i]|B[i]) is
equal to 1, then (A[i]+B[i])≥1. Thus if (A | B==5’b11111),
it means that (A + B) ≥ ∑4

i=0 1 · 2i = 5�b11111, which
is very likely to produce a carry propagation to the 6-th
LSB. Therefore, the final referee for the carry propagation
is obtained by either of the above two situations, as shown in
the following equation.

C = C1|C2 = (
A | B ==5�b11111

) |(A [4] &B[4]) (14)

The number of cases that satisfies the condition in Eq. (13)
can be calculated by

∑5
n=0

(
5!

(5−n)!×n! × 2n
)

which is equal
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Fig. 8. Process of proposed LSB truncation.

to 243. However, among these 243 cases, there are 32 cases
that the actual carry is not one. In addition, the number of
intersections of the condition in Eq. (10) and Eq. (13) is
calculated by

∑4
n=0

(
4!

(4−n)!×n! × 2n
)

which is equal to 81.
Overall 418 (256+243-81) cases are selected and 386 (418-32)
cases are correct. Therefore, the recall rate is about 78% ( 386

496)

and precision rate is about 92% ( 386
418). After estimating the

carry propagation from 5-LSBs, the additions of the remaining
bits are conducted by common accurate adders.

C. Whole Process of LSB Truncation

Taking Y0 as an example, the whole process of LSB
truncation is shown in Fig. 8. For Y0, X0 and X1 multiplied
with the constant coefficient 90. According to Table II, 3 most
LSBs of X0 and X1 can be truncated. X14 is multiplied
with 13, therefore, we truncate 4 most LSBs of X14. For X15,
it is multiplied with 4, therefore, no truncation is performed.
16 products are right shift for 6 bits before addition. For the
16 right-shifted products, 15 proposed approximated adders
are adopted to calculate the summation. For each addition,
5 LSBs of two addends are used to estimate the carry accord-
ing to Eq. (14), and the estimated carry bit is used as the
carry-in bit for the addition of high-order bits. For the 5 LSBs,
the result is generated by the XOR operation, which can be
processed in parallel with the operation of high-order bits.
Finally, the summation is right shift for 5 bits to output the
final result.

IV. MOST SIGNIFICANT BIT TRUNCATION (MT)

Since the dynamic range of high frequency components
for transform is usually quite small, bit truncation for most
significant bits (MSBs) is conducted in this section.

DCT results are the weighted summation of residual pixels
which can be regarded as identically distributed random vari-
ables. Therefore, according to the central limit theorem, DCT
results follow the Gaussian distribution. The mean is zero and
the variance is proportional to the variance of pixels in the
block according to [27]. When the variance of pixels in the

Fig. 9. Histograms for the variance of blocks.

block is changing, the probability density function (PDF) can
be written as the following equation

p
(
Fx,y

) =
∫ ∞

0
p

(
Fx,y | σ 2

)
p

(
σ 2

)
d

(
σ 2

)
(15)

where Fx,y is the DCT result, σ 2 is the variance of pixels
in the block and p

(
Fx,y | σ 2

)
is a Gaussian distribution whose

PDF is represented in the following equation.

p
(

Fx,y | σ 2
)

= 1√
2πσ

e− F2
x,y

2σ2 (16)

For the variance of pixels, the distribution is observed as
the exponential distribution as reported in [27]. However, the
observation in [27] is based on 8×8 blocks, we demonstrate
that the exponential distribution is also suitable for the variance
of 32×32 blocks as shown in Fig. 9.

The PDF of the exponential distribution can be represented
as

p (x) =
{

λe−λx x ≥ 0

0 x < 0
(17)

Since the variance is non-negative, so Eq. (17) can be
simplified as p

(
σ 2

) = λe−λσ 2
. Substituting Eq. (16) and

Eq. (17) into Eq. (15), we can obtain p
(
Fx,y

)
in Eq. (18)

which is exactly the PDF of Laplacian distribution.

p
(
Fx,y

) =
√

2λ

2
e−√

2λ|Fx,y | (18)

For Laplacian distribution, the probability for small values
is much higher than that for large values. Therefore, we believe
that it is feasible to do MSB truncation for DCT results.

When one row is processed in one clock cycle, it takes
32 clock cycles to compute 32 rows. In the N-th clock cycle,
the output Yn corresponds to the result of N-th row and
(2∗n+1)-th column. The results of the low-frequency compo-
nents are much larger than that of high-frequency components.
Therefore, we do the experiment to verify the maximum
required bits for each index of outputs. Three sequences
PeopleOnStreet, Kimono and RaceHorses given in [29] are
used for test, and the results are shown in Table IV. The
coefficient of index 0 is the lowest frequency component in
the Odd part so that the value is likely to be large. In order
to prevent from the performance loss, no MSB truncation is
applied for the index 0.
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TABLE IV

THE NUMBER OF TRUNCATED MSBS FOR THE
FINAL OUTPUTS OF THE ODD PART

Fig. 10. Energy loss ratio in case of different retaining LSBs.

Since the training set only includes three sequences, there-
fore, in some extreme cases, the number of remaining bits after
MT might not be enough. In order to guarantee the influence
of the MSB truncation, we evaluate the energy loss of each bit
for 18 test sequences. The evaluation is shown in the following
equation.

Energybit_order

=
∑

(|Ti j |>2bit_order −1) (|Ti j | − (2bit_order − 1))
2

∑
T 2

i j

(19)

where Tij is transformed coefficients, bit_order ranges from

1 to 15. (|Ti j | − (2bit_order − 1))
2

represents the energy that
has to be represented by the MSBs larger than bit_order. In the
other words, it can represent the energy loss if the MSBs
larger than bit_order are truncated. The number of truncated
MSBs for each index is shown in Table IV. Take index 13 of
the Odd part as an example which truncated 6 MSBs. The
energy loss ratio of remaining 9 LSBs is shown in Fig. 10.
We can see that if only the most LSB is remained after MT,
more than 80% energy is lost for all the 18 test sequences.
The energy loss becomes smaller with more remaining LSBs.
When 9 LSBs are kept, there is nearly no energy loss.
Therefore, we believe that the truncation of 6 MSBs for the
index 13 will not arouse evident energy loss. In addition to the
energy loss, we also evaluate the MT’s influence to the final
coding efficiency as described in the experimental results and
analyze the robustness in the following.

The number of truncated MSB for each index has been
decided in Table IV. We first analyze the robustness of the
MSB truncation for index 1. After that, for the following
indexes, we give a statistical observation to show the robust-
ness. According to the reference [27], the distribution of
DCT results follows Laplacian distribution whose probability
density function is shown in Eq. (20)

f (x | μ, b) = 1

2b
exp

(
−|x − μ|

b

)
(20)

Fig. 11. The histogram of the DCT result of the index 1 for PeopleOnStreet.

where μ represents for the mean that is zero due to the
unitary nature of DCT, and b stands for the variance. The
corresponding inverse cumulative distribution function is given
in Eq. (21).

F−1 (p) = μ − b × sgn (p−0.5) × ln(1 − 2|p − 0.5|) (21)

For the position of index 1, 2 MSBs are truncated thus the
data range of [−8192,8191] can be kept. The corresponding
covered probability can be calculated by Eq. (22) where b is
the variance.

P(b) =
∫ 8191

x=−8192
f (x |b) (22)

In order to estimate the value of b, we analyze the DCT
result for the sequence of PeopleOnStreet. The histogram
is shown in Fig. 11 where the horizontal axis is the value
and the vertical axis is the frequency. We can see that the
distribution appears to be the Laplacian distribution. We use
MATLAB to do the fitting and the estimated b is 17.58. After
that, we can calculate

∫ 8191
x=−8192 f (x |17.58) that is more than

99.99%, which means that the data range after MSB truncation
can cover 99.99% confidence interval.

In order to ensure the robustness against any input sequence,
we estimate the value of b in the worst case. As described
in [27], the spatial correlation plays an important role in
determining the width of the distribution which is proportional
to the magnitude of b. A block with smaller spatial correlation
has the distribution with larger b. Therefore, we use the ran-
dom noise as each pixel in order to make the spatial correlation
approach 0. When pixels are random noise, the histogram of
the transformed results is shown in Fig. 12. We can see that
compared with Fig. 11, the distribution is more dispersed. We
use MATLAB to fit the Laplace distribution and the estimated
magnitude of b is 609.76. By substituting the result of b into
Eq. (22), we can find that the result is still larger than 99.99%.
Therefore, the truncation of 2 MSBs are trusty for the index 1.

For the following indexes, we also estimate the value of
b for the sequence PeopleOnStreet, the results are shown
in Fig. 13. We can see that the value of b becomes smaller
for larger index. Therefore, it is reasonable that more MSBs
could be truncated for larger indexes.

Although the data range after the MSB truncation can cover
99.99% confidence interval, there is still a little bit probability
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Fig. 12. The histogram of the DCT result of the index 1 for random noise
inputs.

Fig. 13. The estimated value of b for different indexes.

that the MSB truncation will incorrectly truncate the sign bit
thus lead to sign errors. The original output is 16-bit, marked
as O15O14 . . . O1O0. Take index1 as an example, if 2MSBs are
truncated, the value becomes O13O12O11 . . . O1O0. Therefore,
if the original output is larger than 8191, or smaller than -8192,
there will be a sign error after the truncation. The magnitude of
the error is related with the original value. For example, if the
original value is within the range of [8192,16383], O15O14O13
is 001. Before the truncation, O13 means 8192. However, after
truncation, O13 becomes the sign bit thus it means −8192.
Therefore, the magnitude of the error is 16384. Similarly,
we can know the magnitude of error for the other ranges,
as shown in Table V. The expectation of the error can be
calculated by the following equation

E [error] = 16384 ×
(∫ 24575

8192
f (x) +

∫ −8193

−24576
f (x)

)

+ 32768 ×
(∫ 32767

24576
f (x) +

∫ −24577

−32768
f (x)

)

= 0.024 (23)

where f(x) is the probability density function shown in
Eq. (20). We can calculate that the expectation is only 0.024,
which is negligible.

It is noted that the MSB truncation for the final output is
effective to the whole system. For example, when 6 MSBs

TABLE V

THE MAGNITUDE OF ERROR AND RANGE FOR ALL THE ERROR CASES

Fig. 14. The ratio of zero quantized coefficients for high-resolution sequences
in case of Maxbitrate.

are truncated, only 15 bits are required before the right shift.
Therefore, the bit-width of the addition operations can also be
reduced to 15.

V. ZERO COLUMN TRUNCATION (ZCT)

In the video coding, quantization is executed after forward
transform. Since the results of high-frequency transformed
coefficients are usually very small for large transform sizes.
Small high-frequency coefficients are most likely to become
zero after quantization. We have analyzed the ratio of zero
quantized coefficients for 32×32 at first.

In HEVC, Maxbitrate is defined in [1], which represents
the upper limit for the number of bits per second. For each
specific test sequence, more non-zero quantized coefficients
are likely to occur in the case of Maxbitrate. Therefore,
we test the results for the large-resolution sequences as shown
in Fig. 14. The encoding configuration is “random-access,
main” defined in [29], for each test sequence, we traverse the
quantization parameter (QP) to find one which can achieve
the Maxbitrate. We can see that there are considerable zero
quantized coefficients. For each sequence, about 90% or even
more quantized coefficients are zero.

The ratio of quantized coefficients has been ensured in the
above. Moreover, once one column of quantized coefficients
is all-zero, it is highly possible that the columns in the right
side are all-zero or have small values. We evaluate the energy
ratio as defined in the following equation.

energy ratio =
∑

n>N (Qmn)2

∑
(Qij )

2 (24)

where N represents the column number of the first all-zero
column, Qij are the quantized coefficients of one 32×32, and
Qmn are the quantized coefficients that are the right side of the
first all-zero column. The energy ratios of 18 test sequences
are shown in Fig. 15. We can see that the results are very
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Fig. 15. The ratio of the energy of the first all-zero column and its rightward
columns to the whole energy of the TU.

Fig. 16. Column transform (T2) and quantization (Q) are processed in
a pipeline manner. The quantized results of the 20-th column are all-zero.
Therefore, the inputs for T2 are set to 0 for the 22-th column and its following
columns.

small, which means that the energy ratio after the first all-zero
column is quite small. Therefore, we can skip the processing
for the columns after the first all-zero column.

In the real implementation, the transform and quantization
are usually executed in a pipeline manner, as shown in Fig. 16.
Take transform unit (TU) 32×32 as an example, if the pixel
parallelism is 32, for column 0, the column transform (T2) is
processed in N-th cycle, and quantization (Q) is processed in
the next clock cycle. The quantized results of the 20-th column
are all-zero in (N+21)-th cycle, therefore, from (N+22)-th
cycle, the inputs for T2 become zero for the 22-th column
and its following columns of the same TU.

In order to achieve the pipeline timetable in Fig. 16, the
circuit is shown in Fig. 17. A detector is used to check whether
the quantized results are all-zero or not. The multiplexer 1
(MUX1) is used to decide the inputs for T2, while the
multiplexer 2 (MUX2) is used to decide the selection signal
for MUX1. When a new TU is processed, the selection
signal (sel1) for the MUX1 is de-asserted, thus the results
from transpose memory are used as inputs for T2. When
there is an all-zero column after the quantization, the output
of MUX2 becomes one. So the selection signal for the
MUX1 becomes one in the next clock cycle. For the selection
signal of MUX2, when the output of MUX2 is one, the output
will keep this high state until the end of the current TU.

By using ZCT, the switching activities could be significantly
reduced to save the power consumption. Note that this scheme
is only applicable to T2 since the process of the row trans-
form (T1) has already been finished before T2 starts.

Fig. 17. The architecture when using ZCT. MUX1 is used to decide the
inputs for T2, while MUX2 is used to decide the MUX1’s selection signal.

TABLE VI

THE PROBABILITY THAT THE TRUNCATION WILL INFLUENCE

THE FINAL RESULT FOR THE EO PART

TABLE VII

THE NUMBER OF TRUNCATED MSBS FOR THE FINAL
OUTPUTS OF THE EO PART

VI. EXTENSIBILITY FOR VARIOUS SIZES OF DCT

The above methods are presented by the instance of the
Odd part of 32-point DCT, and the input bit-width is 16 which
are used in T2. However, the approximated schemes are not
limited to the input bit-width and transform size. We show the
extensibility in the following.

For the EO part of 32-point DCT, the architecture is shown
in Fig. 3. For LT, the probability that the truncation will
influence the final results is given in Table VI. We select 6 for
the balance of coding efficiency and complexity reduction.
For MT, the number of truncated MSBs is shown in Table VII.
The index 0 is corresponding to the lowest-frequency compo-
nent which has large dynamic range. Therefore, MT is not
employed for index 0 in order to keep the coding efficiency.
For the EE part of 32-point DCT, it can be further decomposed
into even and odd parts and our methods are also applicable
to the iterative decompositions. However, the hardware cost
of the EE part is quite small in the overall. Therefore, we did
not do the approximation for the EE part this time.

For T1, the input bit-width becomes 9. Correspondingly,
the final right-shift bit number becomes 4 which is smaller
than T2. Therefore, if LT is used, the probability that the
truncation will influence the final result will achieve 50%.
In order to keep the coding efficiency, LT is not adopted
to T1. However, for the 4 LSBs, we still use approximate
adders to calculate the summation. For MT, one complete
row is processed and the largest magnitude for each position
is tested as shown in Table VIII. From the results, we find
that the number of possible truncated MSBs is quite limited
compared with T2. Even for the highest-frequency component,
only 3 MSBs are truncated. Therefore, the adoption of MT will
not yield significant hardware cost reduction, while it bring
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TABLE VIII

THE NUMBER OF TRUNCATED MSBS FOR THE FINAL
OUTPUTS OF THE ODD PART IN ROW TRANSFORM

coding performance loss. Therefore, MT is not adopted for
T1 in our proposal.

In the previous sections, we just perform the approximation
for 32-point DCT. In order to show the applicability to other
DCT computations in video coding, we integrate our LSB trun-
cation method into more types and sizes of DCT. In the latest
standard HEVC, there is only one DCT type (DCT-II) with the
maximum size being 32×32. However, in the next generation
standard versatile video coding (VVC) [28], the types of
DCT are extended to DCT-II, DCT-V and DCT-VIII, with the
maximum DCT size being extended to 128×128. Therefore,
we apply the LSB truncation to VVC. The coding efficiency
loss compared with the original is shown in Table XII in
Section VII.A. We can see that the performance loss is smaller
than 0.2% for the “all-intra” and “lowdelay” configuration,
which is quite small. Therefore, we believe that our methods
are applicable to other DCT computations.

VII. EXPERIMENTAL RESULTS

Our target is to reduce the hardware cost of DCT computa-
tion while keeping the coding efficiency. Since [18] and [20]
have much better coding efficiency compared with the other
references, so we just compare with [18] and [20] in terms of
coding efficiency and hardware cost in this section.

A. Coding Efficiency Analysis

In this section, detailed comparisons are conducted to
evaluate the coding efficiency of the approximation method.
The proposed methods are integrated with HEVC Test Model
(HM) 16.0 [30]. We have adopted the configuration “Intra,
main” (AI), “Low delay, main” (LD) and “Random access,
main” (RA) recommended in [29]. The performance loss is
measured by BD-bitrate and BD-psnr which are calculated
by Bjontegaard’s method [31]. BD-bitrate represents the
average bit rate difference in percent for the same PSNR,
while BD-psnr means the average PSNR difference in dB for
the same bit rate. Since our proposals are composed of LT,
MT and ZCT, we analyze the performance of three proposals
for AI, respectively, as shown in Table IX. When only LT is
adopted, the BD-bitrate is about 0.06% on average. When LT
and MT are adopted, the BD-bitrate becomes a little worse,
decreases around 0.01%. If all the proposals are adopted,
the average BD-bitrate is about 0.27%.

From the results, we can see that there is considerable vari-
ation in the results. We analyze three proposals respectively.
For LT, according to our observation, there is a relationship
between bit per pixel (bpp) and BD-bitrate. The bpp and BD-
bitrate for each sequence is shown in Fig. 18. Blue and red
curve represent bpp and BD-bitrate, respectively. We can see
that Kimono (No. 3), BasketballDrive (No. 7) and Johnny
(No. 17) have smaller bpp, while their BD-bitrates are much

Fig. 18. Bit per pixel and BD-bitrate of LT for each sequence.

Fig. 19. The relationship between the energy loss and BD-bitrate aroused
by ZCT.

larger than the others. In contrast, Partyscene (No. 10) and
BQSquare (No. 13) have larger bpp, while their BD-bitrates
are relatively small. It is because LT will influence the bit
count, and those sequences with smaller bpp are more sensitive
with the bit variation. As a result, LT will cause larger coding
gain loss for the sequences with smaller bpp.

For MT, the variation of each sequence comes from different
magnitude of high frequency components. Take BQMall as an
example, BD-bitrate increase is 0.2014% which is much larger
than the other sequences. It is because the texture of BQMall is
complex, thus the magnitude of high frequency components is
large. As a result, some MSBs of high frequency components
are mistakenly truncated. If we truncated fewer MSBs for the
high-frequency components, the coding gain will be improved.
For example, if we truncate one fewer MSB for the 13 high-
frequency components of Odd part and 6 high-frequency
components of EO part, the BD-bitrate coming from MT is
decreased from 0.2014% to 0.0751%.

For ZCT, we can see that for some sequences such as
Johnny (No. 17), the BD-bitrate when performing ZCT is
about 1.83%, which is larger than the other sequences. One of
the reasons is that more energy is lost for Johnny when ZCT
is adopted. By using Eq. (24), about 0.49% energy is lost for
Johnny which is larger than most of the other sequences. The
relationship between the energy loss and the BD-bitrate when
performing the ZCT is shown in Fig. 19. We can see that there
is a trend that the sequences with larger energy loss will suffer
larger performance loss due to the ZCT, in general.
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TABLE IX

THE CODING EFFICIENCY OF INDIVIDUAL PROPOSAL IN AI CASE

For the final results, we can see that there are several
sequences whose BD-bitrate is slightly better than the refer-
ence. It is because our proposals will truncate the transformed
coefficients so that the number of encoded bits becomes
smaller than the reference. Therefore, if the PSNR remains
the same level or decreases at a lower rate compared to the
number of encoded bits, the BD-bitrate will become a little
better than the reference. Take RaceHorses as an example, for
the result of QP37, the bitrate of proposal is 0.04% smaller
than the origin, while the PSNR of the proposal is 0.024%
lower than the origin. As a result, PSNR decreases slower than
bitrate, so the BD-bitrate of the proposal is slightly better than
the origin.

For the configuration LD and RA, the overall BD-bitrate is
shown in Table X. The average BD-bitrate is about 0.21% and
0.05% for LD and RA respectively.

The comparison with the other works in terms of BD-bitrate
is shown in Table XI. Compared with [18], the quality loss
is slightly larger in the case of AI and LD, while a little
bit smaller in the case of RA. Masera et al. [20] gave three
modes for different coding efficiency. Among the three modes,
the one with the best coding efficiency is shown in Table XI.
Compared with [20], we can achieve smaller quality loss for
all the configurations.

We apply the LSB truncation to Joint Exploration Test
Model (JEM) 7.0 [32] which is the test model of VVC. The
coding efficiency loss compared with the original is shown in
Table XII. We can see that the performance loss is smaller
than 0.2% for the “all-intra” and “lowdelay” configuration,
which is quite small.

B. Hardware Cost Analysis

In this section, we analyze the cost of our proposed approxi-
mated hardware. We have used Verilog-HDL to implement the

TABLE X

THE CODING EFFICIENCY IN LD AND RA CASES FOR LT+MT+ZCT

TABLE XI

THE COMPARISON WITH OTHER WORKS IN TERMS OF QUALITY LOSS

proposal and the design is synthesized with a TSMC 90nm cell
library.

From the introduction in Section II, we can see that there are
many multiplications with constant coefficients. It is noted that
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TABLE XII

THE CODING EFFICIENCY IN AI AND LD CASES FOR VVC

in the RTL level, we implement these multiplications directly
(∗ operator in Verilog), and the multiplier with constant
coefficient will be optimized by the Design Complier tool.

Same as [18], the working frequency is set to 187MHz
in our experiment. Note that the maximum frequency of our
design is 303MHz. Similar to the analysis of the coding effi-
ciency, the following four configurations are used: 1) original
accurate computation, 2) approximation using LT, 3) approx-
imation using LT and MT and 4) all the approximations
(LT, MT, and ZCT).

For the area consumption, for T2, original non-
approximated hardware uses 149K gates. Approximation
with LT reduced the gate count to 111K. Using MT
approximation further reduced the gate count to 102K.
ZCT approximation only contributes to reducing power
consumption and has no effect on size of the hardware.
For T1, we only adopt the approximated adders in LT which
has no contribution to the area saving compared to the
original non-approximated hardware. About 78K gates are
consumed.

For the power consumption, we have measured the results
by simulating and annotating the switching activities of each
node of the gate-level netlist. A low-resolution sequence Race-
Horses and high-resolution sequence Kimono are selected for
the evaluation. For each sequence, four QPs are tested in the
configuration of AI, RA and LD. Overall, the results for Race-
Horses and Kimono for T2 are shown in Fig. 20 and Fig. 21,
respectively. When ZCT is not adopted, the results are
almost the same for the two test sequences. Original non-
approximated hardware consumes about 68.4mW. When LT
is adopted, the power consumption is reduced to 42.67mW.
When MT is also utilized, additional 5mW can be saved.
When ZCT is adopted, the power consumption varies for
different configurations. The reason is that more power can
be saved with more zero columns. Therefore, for the same

Fig. 20. The power consumption of RaceHorses under 12 different test
configurations (e.g. AI+22 means “intra, main” and QP22).

Fig. 21. The power consumption of Kimono under 12 different test
configurations.

TABLE XIII

POWER AND AREA REDUCTION COMPARED WITH THE ORIGIN

sequence, the power consumptions of RA/LD are smaller than
that of AI, and the results of larger QP are smaller than that
of smaller QP. For Kimono, there are more zero columns than
RaceHorses. Therefore, the power consumptions of Kimono
are smaller than RaceHorses in the same test configuration.
As a result, the average power is 26.96mW. In addition,
we have also measured the power consumption for T1 in the
same configuration as T2. The average power consumption
for the original non-approximated hardware is 28.52mW.
When LT is employed, the average power is about 22.34mW.
We summarize the results in Table XIII. For T1, 21.67%
power consumption can be reduced. For T2, 60.59% power
consumption and 32% area consumption can be reduced.

By observing the power results, we can see that QP does
not affect the results of original DCT, LT and MT, while it
affects the results of ZCT obviously. It is because quantization
is executed after DCT, which means that the quantization
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TABLE XIV

THE POWER REDUCTION AND BD-BITRATE FOR
THREE TEST CONFIGURATIONS

TABLE XV

THE HARDWARE COST COMPARISON FOR 32-POINT

1-D APPROXIMATED DCT WITH 16-bit INPUT

step does not directly influence the DCT process in a default
manner. Therefore, for the original DCT, LT and MT, there is
no substantial difference for the power results of different QPs.

However, for ZCT, the powers for different QPs are quite
different, and the power for larger QP is smaller. It is because
the quantization step directly influences the DCT process when
using ZCT. As described in Section V, when detecting an
all-zero column of quantized results, the DCT processes for
all the columns in the right side are skipped. For larger QP,
the all-zero column appears earlier, thus more columns of DCT
process can be skipped. As a result, the power for larger QP
becomes smaller.

Table XIV shows the compression performance along with
power reduction for each test configuration respectively. For
AI, the power reduction is 57.27% while the BD-bitrate
is 0.27%. For LD, the power reduction is 61.39% while the
BD-bitrate is 0.21%. For RA, the power reduction is 63.10%
while the BD-bitrate is 0.05%. We can see that the variation
of the power reduction for three test configurations is not
so large, which comes from ZCT. Therefore, the averaged
power reduction is used to compare with the other works in
the following. It is noted that we use the same circuit for
all the configurations, so there is no difference for the area
reduction (32%) of three test configurations.

The comparison of the area and power consumption for
the 32-point 1D approximated DCT is shown in Table XV.
About gate count, our design costs 102K, while [18] and [20]
consume 103K and 167K, respectively. Since the operating
frequency in [20] is different, a normalized gate count is
introduced as shown in Eq. (25).

Normalized gate count = gate count

operating f requency
(25)

About the power consumption, [18] gives the result at the
100MHz which consumes 17.63mW. For a fair comparison,
we also synthesize our design and the work [20] at 100MHz,
the power consumption from the synthesis report is shown
in Table XV. We can see that our normalized gate count

TABLE XVI

THE COMPARISON WITH OTHER WORKS

is 0.545, which is smaller than the other works. Besides,
we achieve a lower power consumption of 12.33mW than other
works.

The area and power reduction compared with the respec-
tive non-approximate version are shown in Table XVI. The
non-approximate versions are different for ours and other
works from two aspects. One difference is that [18] gives
a reconfigurable architecture for the DCT size from 4×4 to
32×32, while we focus on the architecture for the largest
DCT size 32×32. These two kinds of architectures are used in
different parts of video coding. The former one is used for the
reconstruction loop while the latter one is used for the mode
decision, as shown in some video encoding implementations
[33], [34]. The other difference is the synthesis condition.
There are three kinds of libraries, i.e., slow, typical and fast,
which will affect the synthesis results largely. We use the slow
library while the other references did not explicitly mention the
library for the synthesis. Therefore, in order to give a more fair
comparison, we compare the area and power reduction starting
from the respective non-approximate architectures, as given
in Table XVI.

About the area reduction for the 32-point 1D DCT
with 16-bit input, for our design, the gate counts for non-
approximated version is 149K, while the gate count of
the approximated version is 102K. Therefore, 32% area
reduction can be achieved. For [18], the gate count for
the non-approximated and approximated edition is 131K
and 103K. Therefore, 21% area reduction can be reduced.
For [20], the same circuits are used for non-approximated
and approximated version, so there is no area reduction.
Therefore, our approximated method can save more area
consumption compared with the other works.

About the power reduction, 60.59% power can be reduced
in our design as shown in Table XIII. For [18], for the non-
approximated version, the 32-point DCT consumes 23.17mW,
and it is reduced to 17.63mW for the approximated
version. Around 23.91% power consumption is saved.
Masera et al. [20] gave three modes which can support
different power savings. Among the three modes, Mode 1
is the one which achieves a comparable coding efficiency
compared with our design. Therefore, we compare with the
results of mode 1 in [20]. Mode 1 (the approximated version)
can save 31.60% power consumption compared to the mode 0
(non-approximated version). Therefore, our approximated
method can save more power consumption compared with
the other works.

VIII. CONCLUSION

In this paper, a low-cost approximated DCT is presented.
At first, the arithmetic operations for 6 LSBs are completely
removed. After that, a parallel circuit is presented to generate
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the carry bit for the addition of the remaining LSBs. Secondly,
unused MSBs are truncated to save the cost. More bits are trun-
cated for higher-frequency components. Finally, the processing
for selected columns with zero value is skipped to decrease the
switching activities in order to save the power consumption.
Overall, at most 32% area and 60% power consumption are
reduced compared to the original accurate one, at the cost
of 0.27%, 0.21% and 0.05% coding efficiency losses for AI,
LD and RA, respectively. About the future work, we will try
truncating regions based on zig-zag order rather than column
order which suppress high and low-frequency components.

In Section VII.A, we have analyzed that video content influ-
ences the coding efficiency. Take ZCT as an example, there
are some sequences such as RaceHorses whose BD-bitrate
becomes better, while there are also some sequences such as
Johnny whose BD-bitrate becomes worse. It is because using
ZCT will reduce the number of encoded bits, while it will
also lead to worse PSNR. Therefore, if the PSNR remains the
same level or decreases at a lower rate than the number of
encoded bits, the BD-bitrate will become better. Otherwise,
the BD-bitrate will become worse. This difference comes
from various video contents. To optimize the best BD-bitrate
based on the video content dynamically, we plan to use deep
learning technology. The input of deep learning network is
video content and the output is the number of columns that
should be truncated. By doing so, we can dynamically decide
the truncation scheme to pursue a better coding efficiency.
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