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ABSTRACT Intelligent surveillance systems are widely used in several critical areas as airports, ATM, and
bank agencies to ensure more security and more safety. The need for an intelligent behavior recognition
system is still increasing. Traditional approaches based on access to restricted places or suspected actions
as theft, scam, and loitering are insufficient to identify suspect behavior. These actions do not represent a
real key of suspects. Novel trends attempt to extract behaviors from involuntary actions as face gestures,
face characteristics, and feeling features. This paper is motivated not only by the limits of the traditional
approaches but also by the complexity of intelligent algorithms. In this context, the present paper uses face
features to recognize the feeling of fear like a suspect behavior. Indeed, this feeling represents the main
characteristic of a suspicious person under crime as announced by several psychologist scientists. The fear
feeling is usually followed by an increase in heart rate beats. This paper describes the recognition of fear
feeling using a camera as a contactless sensor. Frequencies associated with face based-video are used to
estimate the heart rate according to the fusion of three techniques: bandpass filter, Eulerian transformer,
and Lagrangian transformer. The proposed algorithm benefits from the advantages of each technique, but
it is challenged by the Real-Time exigence. For this purpose, a Raspberry PI3 board is used in relation to
Raspbian Operating System to ensures Real-Time criteria. The proposed is trained according to CK+ dataset.
In this paper, contributions attempt to ensure not only a high recognition rate using a non-complex algorithm
but also guarantee a real-time computation. Results reveal that the proposed algorithm has the best heart
rate estimation in comparison with traditional methods. Hardware results justify the success of the proposed
design in terms of resource requirements.

INDEX TERMS Smart surveillance, suspicious behavior, video processing, hear rate estimation, contactless
sensor, Raspberry.

I. INTRODUCTION

Nowadays, safety and security became an important objective
for humanity. Video surveillance system historic starts in
1960 by using analogy CCTV. In this phase, the surveillance
system serves for storage and did not provide intelligent
processing. Then, the second phase starts in 1980 by using
digital CCTV. This evolution helps the researcher to exploit
briefly the automation. The third phase starts in 2000. It is
highlighted by the evolution of the digital camera that serves
for the semi-automation of video-surveillance systems [1].
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The automated surveillance needs to be intelligent. For
this reason, systems should be able to identify threats and
dangerous state from video streaming. Emergent surveillance
system using video processing identifies suspicious behavior
when a person is accessing to restricted places or is commit-
ting actions as theft, scam and loitering [2]-[4]. The position
of the object under surveillance is performed using frame suc-
cession (at different point of time). The position is exploited
to identify the human behavior as trajectory, gesture, and
event. In the case of surveillance, tracking must be accurate
which is not the case.

The abnormal behavior based on the tracking method
results in a poor recognition rate [5] and is not really related
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to a suspect action. Existing surveillance systems suffer from
the following shortcomings: (1) manual/visual detection of
suspicious behavior is untrustworthy, (2) systems save only
what has already happened and cannot expect an accident or
acrime, (3) Systems related to specific case, (4) non-real-time
systems, and (5) systems violate the privacy of citizens.

This section focuses mainly on the techniques used in
involuntarily suspicious behavior including face gesture and
fear feeling. Indeed, working on feeling behavior related to
suspect like fear represents a great challenge. Psychologists
prove that any offender feels fear underdoing a crime [6]. This
is accompanied by the increasing of the heartbeat.

Authors in [7]-[9] as psychological scientists, prove that
high dominance and low trustworthiness as morphological
features represent a signal of high criminality. These features
could be extracted from face expression [10], [11].

Other works attempt to recognize suspicious behavior by
the feeling of fear using face video streaming. These studies
could be classified into two main groups: facial expression
methods and heart rate estimation methods.

The first group methods [5] attempt to identify feeling
from basic emotions as anger, disgust, fear, joy, sorrow, and
surprise from face’s expression. Authors in [5] use Support
Vector Machine (SVM) classifier to extract eye movements
from facial expression then compared with CK+ and MUG
datasets. Results related to fear sensing is often misclassified
(only 42 % of expression are well recognized as fear feeling).

Authors in [12] propose Local Binary Patterns on Three
Orthogonal Planes (LBP-TOP) method to identify fear from
face expression. The true recognition rate (about 79 %) in
this case is better than previous work but suffers from the
increased response time.

In [13], the authors propose to identify the basic emotions
from facial expression according to mouth status in this case.
SVM classifier is performed. The accuracy is lower than
LBP-TOP method (about 71%) and the time response does
not respect the real-time exigence (about 1 minute).

Authors in [14] use High-order Joint Derivative Local
Binary Pattern (HIDLBP), Local Binary Pattern (LBP) his-
togram, and SVM algorithms to extract facial expression.
According to results related to the feeling of fear, the accuracy
rate is about 69.3%.

To sum up, different methods based on facial expressions
are proposed in the literature to recognize fear. We can high-
light three main shortcomings: (1) Accuracy rate still requests
improvement (the higher rate until now is about 79%);
(2) Computation time still requests to be reduced; (3) All
proposed algorithms identify only the obvious fear feature.

The second group methods try to resolve the above-
mentioned limits using the subliminal feature as the esti-
mation of the heart rate. Scientists affirm that any fear
feeling is tied to an increase in the heartbeats. In the
case of a surveillance system, we focused only on the
contact-free system based on face-video processing. Authors
in [15]-[19] used the frequency analysis approach of the
face-based video. The Region Of Interest (ROI) in the face

is transformed from the spatial signal to a frequency sig-
nal using Fourier Transforms. Then different functions are
implemented to find the heart rate estimation as follows:
(1) Peak detection algorithm is applied to the frequency signal
of frames issued from the video scene. It indicates variations
of frequency along with a set of frames, (2) Power spectrum
algorithm is applied to the frequency signal computed by
Fourier Transforms, (3) Eulerian transforms reveal subtle
changes in the ROI, (4) Lagrangian transforms support unre-
strained changes. Authors in [20] apply a band-pass filter
to extract peaks or zero-crossing. All the above methods
achieve an acceptable accuracy rate. The computation time
is small since there are no datasets. In [21], authors use intel-
ligent algorithms as Markovian model and machine learning
techniques. These methods ensure the best accuracy rate in
comparison with previous works, but the computation time
is the most shortcoming met due to learning requested when
using datasets. Despite the request of advanced Hardware as
a higher-resolution camera and a specific processor architec-
ture, these solutions still suffer from long delays due to huge
computation.

In this paper, we propose a new method to recognize
fear feeling based on heart rate estimation. The proposed
technique corresponds to the fusion of several techniques
to ensure the best accuracy in terms of recognition rate.
A specific design is performed to provide computation in real-
time.

Author contributions could be resumed as follow: con-
ceptualization, Mossaad Ben Ayed and Sabeur Elkosan-
tini; methodology, Mossaad Ben Ayed and Mohamed Abid;
validation, Mossaad Ben Ayed and Shaya Abdullah Alshaya;
investigation, Mossaad Ben Ayed and Sabeur Elkosantini;
writing —original draft preparation, Mossaad Ben Ayed;
project administration, Mossaad Ben Ayed. All authors dis-
cussed the results and contributed to the final manuscript.

Section 2 proposes a new method to identify the feeling of
fear based on heat rate estimation. Specific hardware design is
described to ensure real-time processing in section 3. In the
experimental section, software and hardware validation are
discussed. The last section concludes the paper.

Il. THE PROPOSED FEAR FEELING METHOD FOR
SUSPICIOUS BEHAVIOR

The proposed method attempts to enable a real-time estima-
tion of the heart rate with more accuracy. It is broken down
into three phases. The extraction of the fear feeling from the
face using the aggregation of the bandpass filter, Eulerian
transformer, and Lagrangian transformer as a non-complex
algorithm represents the main objective. This key innovation
should maintain a high accuracy than related works based on
complex computation and achieve a reasonable response time
when using Raspberry PI3 board.

The first phase is called the pre-treatment. It aims to local-
ize the ROI. The ROI represents the best region in which skin
is well clear and the movement is so limited. Previous works
demonstrate that the forehead is the best ROI. For this, the
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proposed technique extracts face from frames based on Haar
cascade classifier used by OpenCV library. This function is
sufficient because in our case only one face is exposed to
the camera. So, the disruption is limited, and the true face
detection rate is nearly 100%. Then, the forehead region is
found using eye position.

The second phase estimates the heart rate. The ROI is
transformed from the spatial domain to the frequency domain
using Fast Fourier Transformer, see equation 1.
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where u and v are spatial frequencies.

Then, we apply the bandpass filter using equation 2. This
filter tries to remove the unwanted frequencies which are
superior to 150 Hz and inferior to 50 Hz. This filter maintains
only the useful signal Fbf.
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where w is the bandwidth of the filter

Eulerian transformer, defined by equation 3, analyzes the
signal to determine the common behavior. This step selects
the useful signal.

X2
E = f Fpr (u, v(x),V'(x)) dx 3)
X1

The Lagrangian transformer is applied to the obtained sig-
nal issued from Eulerian transformer to compute accurately
the frequency related to the signal which corresponds to the
heart rate, as shown in equation 4.

JdFy, _ 0 0Fg
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The third phase computes the variation of the heart rate
estimation found by a successive video sequence with 5 s
duration. If the variation of the heart rate (VHR) is superior to
30 Beats Per Minute (BPM) a suspicious behavior based on
fear is expected. This VHR is computed through samples of
fear emotion described in CK+- dataset [23] which is publicly
available. As shown in figure 1, the system detects the face
then localizes the forehead which represents the ROI. After
the detection of the face using the standard function supported
by the OpenCV library, the algorithm divides the face-image
into matrix 3 x 3. The ROI corresponds to the (1,2) position.
After that, the proposed algorithm is applied to this region to
compute the estimated heart rate.

d 0Fg
dy duy
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Ill. RESULTS

This section describes the validation phase for the proposed
method. The first section discusses the simulation results
then the second provides details about the implementation
phase. The investigations were carried out following the rules
of the Declaration of Helsinki of 1975 and approved by the
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FIGURE 1. Overview of the proposed heart rate estimation system.

Committee for the Ethics of Scientific Research at Majmaah
University.

A. SIMULATION RESULTS

The proposed methods are tested on Intel i5-5200
CPU 2.2 GHz. Python 2.7 associated with OpenCV library
is used. Participants were sited in front of an HP webcam
at a distance of about 30 cm. This condition is sufficient in
the case of surveillance at ATM system but poor for other
applications as surveillance at bank agencies or that at the
airport area. The recorded video has 30s length divided into
sub-sequence of 5s. The proposed method is applied to each
sub-sequence. The obtained heart rate estimation is compared
with Samsung Health application that gives the Bpm by
putting the finger into the sensor.

We aim to compare the proposed method using the aggre-
gation of the bandpass filter, Eulerian transformer, and
Lagrangian transformer methods with each method alone on
the same hardware board (Raspberry Pi 3) and the same
requirements.

The comparison is done according to two metrics adopted
by previous works. The first one is the mean error which
represents the difference between the heart rate computed
by Samsung Health application and the estimated heart rate
using our method. The second metric is the variance error
which computes the squared standard deviation related to the
mean error. Table 1 presents the obtained results.

Results show clearly that the proposed method achieved
best results in comparison with methods based on Bandpass
filter, Eulerian transformer, and Lagrangian transformer.

Curves in figure 2 show that the estimated heart rate error
change according to ranges of the heartbeat. When the heart
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TABLE 1. Comparative results using mean and variance error.

Mean Variance
50-  70-  90-  110-  130- 50-  70-  90-  110-  130-

Heart Rate Range 70 9 110 130 150 A% g 9 110 130 150 AVE
Method b;‘isl‘;‘e‘rBa“dpass 478 452 431 402 382 429 1433 1326 13.14 1286 1249 1321
Method based Eulerian 5 ), 515 505 575 268 295 1104 1078 1056 1001 998  10.49

transformer
Method Lagrangian 568 585 545 534 529 552 768 724 670 685 655 7
transformer

Proposed method 182 174 161 147 124 158 380 341 335 279 242 315

Method based Bandpass Filter 1
B Method based Eulerian transformer
Method Lagranglan transformer
55 Proposed method 35
sr 3
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FIGURE 2. Variation of the mean errors versus the heart rate beat using
several techniques.
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FIGURE 3. Variation of the variance errors versus the heartbeat using
several techniques.

quickly beats, the error is reduced, and the spectral estima-
tion is more accurately performed. This result encourages
researchers to improve the pre-treatment phase to obtain a
convergent error.

Errors related to the proposed method change based on
heartbeat range, see figure 4. According to the statistical
analysis, the mean errors are decreased by 10% on average
when moving from 50-70 range to 130-150 range, and the

Satistical analysis

FIGURE 4. Statistical analysis of the proposed method based on the
mean errors and the variance errors.

variance errors are reduced by 11% on average. These results
prove that the heart rate estimation algorithm is more accurate
for the highest range. An improvement for the proposed
algorithm to achieve more accurate results for the lower range
of the heart rate could be the subject of future work.

In conclusion, the results reveal that the proposed method
is powerful in terms of accuracy. It should be implemented in
areal situations to assess its performance in terms of real-time
and hardware reliability.

B. HEART RATE RESULTS

The implementation requests specific hardware to run the
heart rate estimation with a high accuracy performance.
A Raspberry Pi 3 board equipped with a camera is used. Pi 3 is
based on 32-bit ARMv7 which runs at 1.2 GHz. A Raspbian
GNU/Linux 9 32-bit operating system is installed onboard.
The main advantage to use this board is the capability to
run codes at a higher level as C++, JAVA, and Python. In
our case, we use Python 2.7 as a programming language for
the proposed algorithm described in section 3. The OpenCV
library provides a high-level API to perform the heart rate
estimation using video processing.

The written code is run on Raspberry board. The memory
usage, the CPU load average, the GPU temperature, and the
CPU temperature are the essential keys to perform the per-
formance of the system. We attempt to extract system status
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FIGURE 5. Temporal evolution of the GPU and CPU temperatures.

2r CPU load average

Processes

10 20 30 40 50 60
Second

FIGURE 6. Temporal evolution of the CPU load average.

during 1-minute execution. The memory usage is computed
to identify the requested memory resource. The average used
memory is about 29 MB and the maximum memory used is
about 31 MB. Therefore, the board provides enough mem-
ory size. Nevertheless, the system should be implemented
on 32 Gb SD because the Raspbian Operating System and
OpenCV library request much memory.

Figures 5,6, and 7 show results related to the performance
factors.

Figure 5 highlights the temperature variations related to
GPU and CPU. The average GPU temperature achieved 75 °C
and about 86 °C for the CPU. Results show that the CPU
does not request any special cooling mechanism when the
board environment temperature is around 27°C to 30°C. The
temperature would be increased if a camera with a high
resolution is used due to the complexity of computing.

Figure 6 draws the variation of the CPU load average.
It means the average processes load by the CPU over a period
of time. Its value represents the number of processes in the
waiting status to be performed by the CPU. This value gives
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FIGURE 7. Temporal evolution of the CPU usage.

an idea about the execution delay and the size of the buffer.
The curve shows that the CPU load average is about 1.6
processes for 1 minute. This value mentions that the system
could respect Real-Time requests and the delay seems to be
acceptable.

Figure 7 shows the CPU usage under 60 s length of the
stream. This performance key indicates the rate of occupation
of the CPU under the execution of processes. The CPU usage
average is about 85 %. The result means that the hardware
architecture related to the Raspberry PI 3 is enough for the
proposed suspicious behavior recognition.

The heart rate estimation system based on face video shows
good accuracy in terms of estimation reliability and hardware
response.

C. FEAR FEELING RESULTS

This section aims to verify the true recognition rate of the
fear feeling based on the proposed technique. To verify the
proposed heart rate estimation in the case of fear emotion
feeling recognition, the system is trained according to CK+
dataset and is tested on online video data set as presented
above. Table 2 presents the comparison results between the
proposed system and other recognition systems based on
facial expression. This comparison is done on CK+ dataset
and it is around two criteria: (1) True Recognition Rate
(TRR), and (2) Real-Time. In our case, a Real-Time system
provides the response time according to the time exigence
which is within a few seconds [24].

Suk and Prabhakaran [12] apply the Support Vector
Machine (SVM) classifier to extract feelings and emotions
according to facial expressions. The proposed method is
implemented on a mobile device (Samsung Galaxy S3). The
TRR achieves 57.1% for fear feeling and real-time exigences
are satisfied.

Zhao and Pietikinen [13] use the Volume Local Binary
Pattern on Three Orthogonal Planes (VLBP-TOP) to
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TABLE 2. Comparison results for fear feeling recognition.

Method Main method proposed l;l" R Real-Time
Suk et al., [12] . o Yes (318.3ms (Samsung
2014) Support Vector Machine (SVM) 57.1% Galaxy S3))
Zhao et al., [13] Volume Local Binary Pattern on Three Orthogonal o .
(2007) Planes (VLBP-TOP) 79-2% Not available
Facial expression Swapna et al., [5] Local Binary Pattern (LBP) and Support Vector 57.1% Yes (1.67 s on (Samsung
methods (2018) Machine (SVM) e Galaxy 4))
Saij a((j;)t lagl; [25] Support Vector Machine (SVM) 53% Not Real-Time
Xie (eztoall ;)[26] CNN deep learning 88.89% Not Real-Time
Heart Rate Estimation Proposed Bandpass Filter, Eulerian Transformer, and Lagrangian $5.6%  Yes (240ms (Raspberry Pi 3))

method

Transformer

recognize the fear feeling. The authors obtain better results
than Suk et al., and achieve 79.2 % on TRR.

Swapna et al. [5] aggregate between Local Binary Pattern
(LBP) and Support Vector Machine (SVM). The method
ensures real-time requests, but the TRR still needs improve-
ments in the case of fear feeling (57.1%).

Sajjad et al. [25] propose many improvements when using
SVM to increase the recognition rate. Some emotions as hap-
piness and sadness are well recognized but the fear remained
the lowest TRR (53%). In addition, the method requests much
computation time to perform recognition.

Xie and Hu [26] perform the recognition using the deep
learning methodology by applying the Convolutional Neural
Network (CNN). This method is based on image processing
not on video processing as our case, but the proposed method
is focused on recognition rate criteria which is independent
with the input nature. The authors improve well the TRR and
achieve 88.89%. Unfortunately, their method did not respect
the real-time requests.

Our proposed method, as mention during this paper,
attempts to recognize the fear feeling according to the heart
rate estimation via face features instead of facial expression
dealt with previously. The TRR achieves 85.6% near the best
rate found by Xie et.al, and our funding went one better in
time computation.

IV. CONCLUSION

During this paper, a brief description of heart rate estimation
based on face video is described. Related works emphasize
the importance of such works in many fields especially in
the surveillance system to extract the behavior of fear. The
proposed method which aggregates three known methods
achieves the best results. The obtained mean and variance
errors demonstrate that the proposed system is more powerful
compared to previous studies.

The hardware implementation using a Raspberry board is
discussed according to memory requirements, CPU and GPU
temperatures, and the CPU load average. Outputs confirm
that the proposed system achieves good results related to the

heart rate estimation. Furthermore, the PI3 board plays an
important role to ensure Real-Time.

The heart rate estimation method proves an accurate result
and achieves about 85% for the TRR and takes into consider-
ation the real-time constraints.

Although the proposed method achieves pertinent results,
we propose as a perspective the combination of the proposed
method based on heart rate estimation and facial expression
recognition. This objective will achieve a better true recogni-
tion rate, but it will be challenged by the real-time exigence.

REFERENCES

[1] T. D. Rity, “Survey on contemporary remote surveillance systems for
public safety,” IEEE Trans. Syst., Man, Cybern. C, Appl. Rev., vol. 40,
no. 5, pp. 493-515, Sep. 2010.

[2] E.R.Davies, “Surveillance,” Computer and Machine Vision Book, 4th ed.
New York, NY, USA: Academic, 2012, pp. 151-167.

[3] Developing our cities. (2030). Saudi Vision. [Online]. Available:
http://www.spa.gov.sa/galupload/ads/Saudi_Vision2030_EN.pdf

[4] M. Ben Ayed, S. Elkosantini, and M. Abid, “Software in the loop simula-
tion for robot manipulators,” Eng., Technol. Appl. Sci. Res., vol. 7, no. 5,
pp. 2017-2021, 2017.

[S] A.Swapna, S. Bikash, and P. M. Dipti, “Anubhav: Recognizing emotions
through facial expression,” Vis. Comput., vol. 34, no. 2, pp. 177-191,
Feb. 2018.

[6] H.D. Flowe, “Do characteristics of faces that convey trustworthiness and
dominance underlie perceptions of criminality,” PLOS ONE, vol. 7, no. 6,
2012, Art. no. e37253.

[7]1 N.D. Thomson, M. Aboutanos, K. A. Kiehl, C. Neumann, C. Galusha, and
K. A. Fanti, “Physiological reactivity in response to a fear-induced virtual
reality experience: Associations with psychopathic traits,” Psychophysiol-
ogy, vol. 56, no. 1, Jan. 2019, Art. no. e13276.

[8] N. N. Oosterhof, A. and Todorov, “The functional basis of face evalua-
tion,” Proc. Nat. Acad. Sci. USA, vol. 105, no. 32, pp. 11087-11092, 2008.

[9] C. Todorov, C. P. Said, A. D. Engell, and N. N. Oosterhof, “Understanding
evaluation of faces on social dimensions,” Trends Cognit. Sci., vol. 12,
no. 12, pp. 455-460, 2008.

[10] S. Subarna, S. Suman, and B. Abinash, “Human behavior prediction using
facial expression analysis,” in Proc. IEEE Int. Conf. Comput., Commun.
Autom. (ICCCA), Apr. 2016, pp. 399-404.

[11] T. Chandan, H. Madasu, and V. Shantaram, ‘““Suspicious face detection
based on eye and other facial features movement monitoring,” in Proc.
IEEE Appl. Imag. Pattern Recognit. Workshop (AIPR), Oct. 2018, pp. 1-8.

[12] G. Zhao and M. Pietikdinen, “Dynamic texture recognition using local
binary patterns with an application to facial expressions,” IEEE Trans.
Pattern Anal. Mach. Intell., vol. 29, no. 6, pp. 915-928, Jun. 2007.


sdproooooo
Typewritten text
IEEE Access ( Volume: 7  14 October 2019)


IEEE Access ( Volume: 7 14 October 2019)

[13] M. Suk and B. Prabhakaran, ‘“‘Real-time mobile facial expression recog-
nition system—A case study,” in Proc. IEEE Conf. Comput. Vis. Pattern
Recognit. Workshops, Jun. 2014, pp. 132-137.

[14] U.N. Mahesh and R. Hanumantha, ‘“Hybrid approach for facial expression
recognition using HIDLBP and LBP histogram in video sequences,” Int.
J. Image, Graph. Signal Process., vol. 10, no. 2, pp. 1-9, 2018.

[15] T. Pursche, J. Krajewski, and R. Moeller, “Video-based heart rate mea-
surement from human faces,” in Proc. IEEE Int. Conf. Consum. Electron.
(ICCE), Jan. 2012, pp. 544-545.

[16] M. Rapczynski, P. Werner, and A. Al-Hamadi, ““Continuous low latency
heart rate estimation from painful faces in real time,” in Proc. 23rd Int.
Conf. Pattern Recognit. (ICPR), Dec. 2016, pp. 1165-1170.

[17] K.-Y. Lin, D.-Y. Chen, and W.-J. Tsai, “Face-based heart rate signal
decomposition and evaluation using multiple linear regression,” IEEE
Sensors J., vol. 16, no. 5, pp. 1351-1360, Mar. 2016.

[18] S. Fallet, V. Moser, F. Braun, and J.-M. Vesin, “Imaging photoplethys-
mography: What are the best locations on the face to estimate heart rate,”
in Proc. Comput. Cardiol. Conf. (CinC), Sep. 2016, pp. 341-344.

[19] A. Malacarne, M. Bonomi, C. Pasquini, and G. Boato, “‘Improved remote
estimation of heart rate in face videos,” in Proc. IEEE Global Conf. Signal
Inf. Process. (GlobalSIP), Dec. 2016, pp. 99-103.

[20] P. Gupta, B. Bhowmick, and A. Pal, “Serial fusion of Eulerian and
Lagrangian approaches for accurate heart-rate estimation using face
videos,” in Proc. Int. Conf. IEEE Eng. Med. Biol. Soc., Jul. 2017,
pp. 2834-2837.

[21] M.-Z. Poh, D. J. McDuff, and R. W. Picard, “Advancements in noncon-
tact, multiparameter physiological measurements using a Webcam,” IEEE
Trans. Biomed. Eng. , vol. 58, no. 1, pp. 7-11, Jan. 2011.

[22] D. Wedekind, H. Malberg, S. Zaunseder, F. Gaetjen, K. Matschke, and
S. Rasche, “Automated identification of cardiac signals after blind source
separation for camera-based photoplethysmography,” in Proc. IEEE 35th
Int. Conf. Electron. Nanotechnol. (ELNANO), Apr. 2015, pp. 422-427.

[23] T. Kanade, J. F. Cohn, and Y. Tian, “Comprehensive database for facial
expression analysis,” in Proc. 4th IEEE Int. Conf. Autom. Face Gesture
Recognit. (FG), Mar. 2000, pp. 46-53.

[24] W. Heng, T. Jiang, W. Gao, “How to assess the quality of compressed
surveillance videos using face recognition,” IEEE Trans. Circuits Syst.
Video Technol., vol. 29, no. 8, pp. 2229-2243, Aug. 2019.

[25] M. Sajjada, M. Nasir, F. U. M. Ullaha, K. Muhammadb, A. K. Sangaiah,
and S. W. Baik, “Raspberry Pi assisted facial expression recognition
framework for smart security in law-enforcement services,” Inf. Sci.,
vol. 479, pp. 416-431, Apr. 2019.

[26] S. Xie and H. Hu, “Facial expression recognition using hierarchical fea-
tures with deep comprehensive multipatches aggregation convolutional
neural networks,” IEEE Trans. Multimedia, vol. 21, no. 1, pp. 211-220,
Jan. 2019.

MOSSAAD BEN AYED reccived the Elec-
trical Engineering degree, in 2007, the Ph.D.
Diploma degree in embedded systems in the
field of simulation, in 2013, and the HDR
degree in embedded systems, in 2019. In 2007,
he was an Active Researcher with the Labo-
ratory of Computer Embedded System (CES),
National Engineering School of Sfax, Tunisia,
(http://ceslab.org/fr/perso.php?id=81). He is cur-
rently an Assistant Professor with the College
of Science and Humanities at alGhat, Majmaah University, Riyadh,
Saudi Arabia. His field of research includes embedded system, simulation,
computer-aided design, emulation, modeling, co-design, and pattern
recognition.

SABEUR ELKOSANTINI received the M.Sc.
degree in computer science from the University of
Lyon 2, France, and the Ph.D. degree in computer
science from Blaise Pascal University, France,
in 2007. He is currently an Assistant Professor
with the Higher Institute of Management, Tunis
University, Nabeul, Tunisia. His research interests
include the development of new Al approaches
for the reactive decision making in manufactur-

: ing and transportation systems, and the discrete
events simulation. He is involved in several research projects funded by
CNRS, France, Tunisian Higher Education Ministry, Tunisia, and KACST,
Saudi Arabia.

SHAYA ABDULLAH ALSHAYA received the
bachelor’s and master’s degrees in Saudi Arabia,
USA, and Italy, and he has put his knowledge into
practicality as an international entrepreneur, and
his endeavors include education and research, ICT
sector. He is currently an Assistant Professor with
the College of Science and Humanities at alGhat,
Majmaah University, Riyadh, Saudi Arabia. He
is also a member of the National Association of
Industrial Technology, the Institute of Electrical
Engineers, and the Sloan-C Online Association amongst others. He has a
wealthy experience as the Head of IT at Majmaah University. His experience
as a Researcher, a Consultant, a Project Manager, and an Information Tech-
nologist has allowed him to bring his extensive experience of technology
planning, training, and implementation to all of the projects he endeavors.
The numerous national and international companies that utilize his expertise
as a Consultant Evidence Dr. Alshaya’s success. His wealthy experience, vast
knowledge is integral to his vision and future projects.

MOHAMED ABID received the Ph.D. degree
from the National Institute of Applied Sciences,
Toulouse, France, in 1989, and the “‘thése d’état™
degree from the National School of Engineering
of Tunis, Tunisia, in 2000, in the area of Computer
Engineering and Microelectronics.
St He is currently the Head of <« Computer
Embedded System >> Laboratory CES-ENIS,
Tunisia. He is also a Professor with the Engineer-
ing National School of Sfax (ENIS), University
of Sfax, Tunisia. His current research interests include: hardware—software
co-design, system on chip, reconfigurable system, embedded systems, and
biometric. He has also been investigating the design and implementation
issues of FPGA embedded systems. Actually Dr. Abid occupies the post
of Director of Doctoral School “Sciences and Technologies”, University
of Sfax. He has been a Founding Member and the Head of the Research
Laboratory « Computer Embedded System >> CES-ENIS, since 2006
(http://www.ceslab.org). He was a Founding Member of “System on Chip
with the Computer, Electronic and Smart Engineering System” Laboratory,
ENIS, from 2001 to 2005. He was a Founding Member and responsible of
doctoral degree < computer system engineering >> at ENIS, from 2003 to
2010. He served in national or international conference organization and
program committees at different organizational levels, including a Confer-
ence Co-General Chair, a Technical program co-chair, an organization co-
chair, and a member of several national and international conference Program
Committees. He was Founding Member of several international conferences
and school: SCS, SSD, GEI, SensorNetSchool. Recently, he is a Vice General
Co-chair of IDT’10. He was a General Co-chair of SensorNetSchool’09,
a Vice General Co-chair of IDT’09, and a Special Session Co-chair of
ICECS’09. He has been a member of technical committee of DASIP, since
2007, ICM 2010, since 2006, ComNet 2010, and a General Co-chair of
IDT’08.

- e


sdproooooo
Typewritten text
IEEE Access ( Volume: 7  14 October 2019)


	INTRODUCTION
	THE PROPOSED FEAR FEELING METHOD FOR SUSPICIOUS BEHAVIOR
	RESULTS
	SIMULATION RESULTS
	HEART RATE RESULTS
	FEAR FEELING RESULTS

	CONCLUSION
	REFERENCES
	Biographies
	MOSSAAD BEN AYED
	SABEUR ELKOSANTINI
	SHAYA ABDULLAH ALSHAYA
	MOHAMED ABID


