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Abstract—Busy life as well as prevalence of infotainment is increasingly making people more occupied even during tasks that require serious attention. One such task is driving and at the same time getting involved in activities that may distract them cognitively from watching the road and cause fatal accidents. This paper presents a method that is capable of monitoring different types of distractions such as talking and texting on cell phone, casual eating and operating cabin equipment while driving, so that a driver can be assisted to remain cautious on road. The proposed method automatically detects and tracks fiducial body parts of a driver from video captured by a camera mounted on the front windshield inside a vehicle. Relative distances between the tracking trajectories are used as features that represent actions of the driver. Then, the well-known kernel support vector machine is applied for recognizing a particular distraction from the features extracted from body parts. The proposed feature is also compared with previously employed features for tracking-based human action recognition schemes to substantiate its better result in terms of mean accuracy and robustness for distraction recognition. The effectiveness of the proposed method of distraction recognition is also analyzed with respect to tracking errors.

Index Terms—Assistive driving, distraction recognition, tracking of fiducial body parts, trajectory classification.

I. INTRODUCTION

Road accident is one of the ten leading causes of death all over the world [1]. Distraction, recklessness, drunkenness, wrong maneuver, and inclement weather are major causes of road accidents. In the recent years, distracted driving has been intensely becoming an apprehension for global road safety. For example, about ten individuals were killed and one thousand and two hundred of people were injured in crashes that involved distracted driving in 2014 in USA [2]. Moreover, there were at least three thousand fatal crashes involving distraction which comprises 10% of all crashes the same year. The use of cell phone alone was reported as a distraction for the same year [3]. Distraction during driving can occur in many forms. Typical distractions are depicted in Fig. 1 where the driver is either talking on cell phone shown in (a), texting in (b), operating equipment in (c) and casual eating in (d).

The gravity of this issue compels the Federal Railroad Administration to ban the use of cell phone and electronic devices for train engineers and conductors on track [3]. These facts point to the need for recognition of distractions to assist driving. In other words, identifying distraction from the activities of drivers has emerged as a significantly important area of research in artificial intelligence.

Distraction during driving can occur in many forms. Typical distractions are depicted in Fig. 1 where the driver is either talking or texting on cell phone, operating cabin equipment or eating food. If these common forms of distractions are identified autonomously, then necessary warnings can be rendered during their occurrences to bring back the focus of the driver on the road. Thus, the possibility of accidents due to distracted driving can be greatly reduced, which is the ultimate goal of the work presented in this paper. Because of the availability of low cost cameras to monitor a subject and the ability to obtain a large amount of spatio-temporal information from such cameras, several studies have investigated video-based algorithms for assistive driving. The videos are captured either from inside or outside the vehicles. In the following subsections, first a literature review is conducted, then the scope of analysis is described, and finally contribution of the paper is delineated.

A. Related Works

There are three approaches that aim at predicting the driver’s intent so that assistance can be provided in the event of any
uncalled maneuver. The first approach relies on monitoring the surroundings of a vehicle. The second approach, on the other hand, monitors the driver inside the cabin. The last approach combines information from both the driver and the vehicle surroundings. For a better organization, the related works of the approaches are described individually.

1) Monitoring Vehicular Surroundings: In this approach, information obtained from multiple cameras and sensors mounted on a vehicle assists in lane changing, collision avoidance, and autonomous cruising. For example, Sultan et al. [4] proposed a context-aware architecture that collects information such as the speed and distance of neighboring vehicles from camera as well as the data from traffic management center to infer the maneuver of the driver. Shia et al. [5] developed a semi-autonomous controller for correcting the driving inputs by monitoring the vehicle surroundings along with some signals received from the steering wheel, speedometer, brake and accelerator pedals. Vehicle trajectories were also used by traffic monitoring system to predict the possibility of lane changing or turn taking in [6]–[8]. Data of vehicular dynamics have also been exploited for recognizing distracting activities of a driver. Such an attempt can be found in [9], wherein the distractions in a simulated driving environment are identified as a failure to keeping the lane, maintaining speed, and following the vehicle ahead at a safe distance. Notably, the distractions in this work are simulated by performing secondary visual tasks rather than driving in a real-life environment.

2) Monitoring Driver Inside a Vehicle: Types of inattention such as the drowsiness and fatigue of a driver can be identified by monitoring the driver inside the cabin by means of a front camera. Chutorian and Trivedi [10] continuously tracked the position and orientation of the head of the driver in six degrees of freedom (clockwise and counter clockwise parameters of pitch, yaw, and roll) to infer the attention of the person. Liang et al. [11] studied the relation between cognitive distraction and types of eye movements in the context of driving in a simulated environment. The movements of head and eyes as well as the personal characteristics of drivers were used to identify distraction during driving [12]. In [13], it was shown that the visual and cognitive distractions estimated from the facial action units and head pose variations are strongly correlated. Videos monitoring the hands and head of a driver are employed to identify three activity regions, namely, the wheel, gear, and instrument cluster inside a vehicle [14]. In-vehicle tasks such as watching video, reading news, and writing email are recognized by extracting features from the tracking coordinates of head and eyes [15]. Moreover, in a recent unpublished work [16], the gaze of eyes, orientation of head, action units of faces, and position of arms estimated from Kinect camera have been employed for distraction recognition in a simulated environment. In a similar environment, Google-glass has been used to count the frequency of the eye blinks to distinguish between alertness and drowsiness of a driver [17].

3) Monitoring Both Driver and Surroundings: Studies have been conducted by considering information from both the inside and surroundings of a vehicle for a better prediction of the intent of a driver. Monitored eye gaze combined with detected road sign has been reported to be an effective cue for assistive driving. For example, in [18], the safety concern of identification of collocated road signs has been investigated in a simulated driving environment by tracking eye gaze of the driver. In particular, when multiple signs or directions of traffic are placed together on a road, the driving performance has been evaluated in terms of identifying the desired signs from the collocated ones. Rezaei and Klette [19] have correlated the head pose of a driver with road signs to identify the level of fatigue of the motorist. Fletcher et al. [20] have prescribed an assistive system that reads the speed-signs on the road by employing a radial symmetry algorithm, analyzes the gaze of the driver by face detection, and finally provides a feedback when a sign is missed by the driver. In a similar work by Jain et al. [21] the facial feature points of the driver are tracked and the information acquired from global positioning system are incorporated for predicting the maneuverability of a vehicle. A detailed review on monitoring systems that identify inattention of drivers for intelligent vehicles can be found in [22].

B. Scope of Analysis

Existing literatures mainly focus on either predicting vehicular maneuver or detecting the inattention or fatigue of a driver. Most of the methods use information collected from inside or outside the vehicle to determine whether the driver is in correct lane or making correct turn. A few methods have focused on recognizing the inattention or distraction of drivers in simulated environments of driving. We argue that the study of actions of a driver inside a vehicle on road in real-life can provide a deeper understanding about identifying the common distractions during driving. Besides, observing only the head, face or gaze of a driver is not sufficient to detect what the person is doing apart from driving. Hence, there is a scope for work on identifying and categorizing common distractions by exploiting the simultaneous movements of different body parts of the driver. In this context, this work adopts a tracking-based approach for identifying the activity of the driver with particular attention given when the person is distracted.

Recognition of human activities from spatio-temporal data is a prolific area of research in computer vision. There are different approaches of action recognition from video sequences such as the algorithms that employ the histogram of oriented optical flow [23], temporal order invariance [24], silhouette analysis [25], two dimensional principal component analysis (PCA) of motion energy image [26], Fourier transform of tracking trajectories [27], and deep convolutional neural network [28]. Feature descriptors including the histogram of oriented gradient (HOG), histogram of optical flow (HOF), and motion boundary histogram (MBH) of neighboring pixels along the pipeline of tracking trajectories have also been employed for recognizing human actions [29], [30]. Among the existing methods of action recognition, we prefer the tracking-based approach for identifying distractions of the driver. There are certain issues that motivate us to use the tracking trajectories to determine the activities of a driver. In this particular problem, the body trunk of the driver mostly remains still and the eyes observe the surroundings. Hence,
the face shows noticeable movement when monitored by a camera mounted in front of the vehicle. Again, the hand of a driver steers the wheel or shifts the lever. Apart from driving activities, the hand may engage in others tasks such as holding the cell phone or food, and operating cabin equipment. Since hand and face perform most of the tasks during driving, tracking of hand and facial movements may provide useful information about the actions being performed. Moreover, the tracking-based approach of recognizing actions during driving has specific advantage over other methods in view of the requirement of small data volume for the storage of trajectories.

There exists a few instances where the tracking-based approach has been implemented to identify different actions such as the picking-up and putting-down an object [31], entering and leaving a building [32], and walking and running [33]. To the best of our knowledge, tracking trajectories of body parts of a driver have not been attempted yet for predicting complex actions representing distractions such as eating food, texting a friend, talking on cell phone or operating cabin equipment during driving. Besides, there exist successful algorithms that can automatically detect face [34], [35] and hand [36], [37] even in unconstrained settings. Based on these facts, the work presented in this paper analyzes the actions of a driver on an experimental database through tracking of body parts with an aim to first detecting the occurrence of distraction and then classifying the type of distractions.

C. Specific Contributions

In this paper, we propose a video tracking-based algorithm to recognize distractions of drivers for potential application in assistive driving systems. The main contributions of this work are as follows:

- Ensuring automatic detection of fiducial body parts and continuity of tracking trajectories over the frames in the presence of tracking errors
- Modeling activities of drivers by a suitable feature set represented by tracking trajectories obtained from fiducial body parts
- Detecting whether a driver is cautious or distracted from the proposed features as well as recognizing the type of distractions including talking on cell phone, texting, casual eating and operating cabin equipment
- Experimentations on the methods of video-based recognition of distractions while driving in real-life using a publicly released database

This paper is organized in different sections as follows. In Section II, the problem is specified first and then the proposed method is elaborated. Section III describes the experiments and the results to evaluate the performance of the proposed method. Finally, Section IV presents the conclusive remarks on this work.

II. PROPOSED METHOD

The proposed method first identifies whether the driver is cautious or distracted during driving. Once the driving action is identified as distracted, the algorithm classifies the action into one of the common types of distractions denoted by \( l \) (\( l \in 1, 2, \cdots, L \)). The types of distractions considered in the setting of this work are talking on cell phone, texting, casual eating, and operating cabin equipment. For identifying the distractions, the proposed method tracks the gesture of the driver from frame-to-frame in order to establish a relation between tracking trajectories and actions being performed. In the tracking-based approach of distraction recognition, the following questions arise:

- What are the active body parts during driving?
- How can they be tracked?
- What are the effective feature vectors?
- How should the feature vectors be classified?

Answers to these questions are sequentially described in the following subsections.

A. Fiducial Body Parts

In this section, we identify the fiducial body parts that are required to be tracked for autonomous detection of driving activities. The proposed system has video footage captured from front view of a driver as the input data. Let the driver be involved in any of the distraction activities \( l \) (\( l \in 1, 2, \cdots, L \)) during driving. If the person talks during driving, his hand holds the cell phone and it goes to the ear. In case the person eats food, his hand moves back and forth between the lips and steering wheel. In a similar fashion, if the person texts during driving, he repetitively looks down to his hand-held cell phone screen and then to the road. Thus, there exists significant movements of fiducial body parts denoted by \( b (b \in \{\text{hand, lips, forehead}\}) \) for the commonly-observed actions that divert the attention of the driver from road. Intuitively, if the these body parts are tracked simultaneously, irrespective of hand-held object such as cell phone or food, their tracking trajectories are expected to provide significant information about the actions being performed.

B. Tracking of Body Parts

The Kanade-Lucas-Tomasi (KLT) point tracker is used for tracking the fiducial body parts \( b (b \in \{\text{hand, lips, forehead}\}) \) of the driver. The details of KLT tracker algorithm can be found in [38] and [39]. In brief, the proposed method takes a set of neighboring pixels around the centroid \((x_0, y_0)\) of a body part \( b \) bounded by a window \( N(x_0, y_0) \) in the initial video frame as inputs and tracks them in terms of some features estimated from the set of pixels. Reported good features for tracking include the standard deviations of the spatial intensity profile [40], the zero crossings of the Laplacian of the spatial intensities [41], and the first and second derivatives of the intensity function [42]. Let \( N \) be the number of frames of a video captured from a driver \( i \) (\( i \in 1, 2, \cdots, M \)), where \( M \) is the total number of drivers considered in the training stage to estimate tracking-based features for action recognition. Let \( I^b_{x_0}(x_j, y_j) \) and \( I^b_{x_0}(x_{j+1}, y_{j+1}) \) be the pixel intensities of the centroids of a body part \( b \) in two consecutive frames \( j \) and \( j + 1 \) (\( j \in 0, 1, 2, \cdots, N - 1 \)) of a video sequence. Then
tracking is carried out by finding an association between the two centroids of a body part \( b \) given by

\[
I_b(x_j, y_j) \leftrightarrow I_b(x_{j+1}, y_{j+1})
\]

\[
x_{j+1} = x_j - \chi_j
\]

\[
y_{j+1} = y_j - \gamma_j
\]

where \((\chi_j, \gamma_j)\) is the displacement between the coordinates of two centroids in consecutive frames in terms of their association. The displacement is obtained by minimizing a residual error given by

\[
e = \sum_{x_j, y_j} \left[ g_b^x(x_j, y_j) - g_b^x(x_{j+1}, y_{j+1}) \right]^2 w^i(x_j, y_j)
\]

where \(w^i(x_j, y_j)\) is a weighting function, \(g_b^x(x_j, y_j)\) and \(g_b^x(x_{j+1}, y_{j+1})\) are the features for KLT tracker in two consecutive frames extracted from local neighboring region \(\mathcal{N}(x_j, y_j)\) around the centroid \((x_j, y_j)\). The common choice of \(w^i(\cdot)\) is a Gaussian function to emphasize location of centroid in the window being tracked.

Algorithm 1 describes the step-by-step process of automatic detection and tracking of the forehead and lips. The algorithm first detects the face using Viola-Jones algorithm [43]. The four key points, namely, \(RE\) (right eye), \(LE\) (left eye), \(RL\) (right lips), and \(LL\) (left lips) are detected on the face region by applying the algorithm described in [34]. The two key points \(RF\) (right forehead) and \(LF\) (left forehead) are found to be \(p\) (\(p \in [10, 30]\)) pixels above \(RE\) and \(LE\). Then, we construct the neighboring region \(\mathcal{N}(x_j, y_j)\) by centering the mid-point between \(RF\) and \(LF\). A similar neighboring region is constructed for the lips using the key points \(RL\) and \(LL\). The KLT tracker keeps track of the centroids of the forehead and lips using the features prescribed in [40] and [41]. As the tracking progresses over frames, the association of tracking coordinates may be poor or even lost due to a change in illumination, out of plane rotation or sudden movement of the body parts. The association of the tracking coordinates between two successive frames can be defined in terms of the ‘tracking error’ as

\[
e = \left(1 - \frac{g_b^x(x_{j+1}, y_{j+1})}{g_b^x(x_j, y_j)} \right) w^i(x_{j+1}, y_{j+1}) \times 100
\]

which represents the percentage of the weighted difference of the features of neighboring regions of the frames. If the tracking error is below a certain threshold \(\eta_1\) (\(\eta_1 > 0\)), it is interpreted as a loss of only a few coordinates in \(\mathcal{N}(x_j, y_j)\). In this case, the tracker can continue tracking with negligible compromise in the performance of the distraction recognition. On the contrary, if the error is in the interval \([\eta_1, \eta_2]\) (\(\eta_2 > \eta_1 > 0\)), then the coordinates in the neighboring region are re-sampled by considering that a significant number of coordinates in \(\mathcal{N}(x_j, y_j)\) miss the association. Finally, if the error is greater than the threshold \(\eta_2\), it is interpreted as irrelevant coordinates of the body part to be tracked. Then, initial detection of the body part is reapplied to retrieve the tracking coordinates. It is to be noted that if the threshold values for re-sampling and re-initialization are small, then the performance of distraction recognition is embellished only at the expense of increased computational complexity and vice versa. A similar procedure is followed for detection and tracking of the hand as described in Algorithm 2. In this case, however, the re-sampling and re-initialization thresholds \(\eta_3\) and \(\eta_4\) (\(\eta_4 > \eta_3 > 0\)) are lower than that of the forehead and lips in order to account for a higher error due to frequent movements of the hand. An important aspect of hand detection is the selection of a localized search region instead of the whole frame. This is mainly due to the fact that color and texture of skin play a major role in the hand detection (see, [36] and [37]), and hence, the localized search prohibits detection of the face region erroneously as a hand-like object. In the proposed system, the localized region is chosen as the lower-right quarter of the frame for right-hand driving and the lower-left quarter for left-hand driving in view of fact that hand is mostly found to be placed on a steering wheel in this region. In certain scenarios, when a hand appears to be outside the chosen search region or very close to face region for a while, the history of tracking coordinates (∼ 20 frames) is considered for re-sampling in \(\mathcal{N}(x_j, y_j)\).

Fig. 2 illustrates typical examples of initial detection of the centroid of forehead, lips, and hand, and their re-detection once tracking error happens. The coordinate positions of initialization are presented in the frames in the upper row depicting the distinctive actions texting and eating and that of re-initialization are shown in the frames of lower row. The bounding boxes around the face and hand are included for a better visualization. The centroids of the forehead, namely, \(RF\) and \(LF\), and that of the lips, namely, \(RL\) and \(LL\) are obtained using steps 5-6 of Algorithm 1 for both the initialization and re-initialization. On the other hand, the centroid of the hand is obtained initially using steps 2-5 of Algorithm 2. Given the fact that the face and hand exhibit similar skin complexion, which is one of the main cues for hand detection, and very
often the hand and face are in close proximity, the centroid-based features of hand are re-initialized from its past history to reduce the possibility of erroneous detection (see steps 9-15 of Algorithm 2).

In the context of driving, commonly observed actions are constrained by the sitting arrangement inside the vehicle. As argued earlier, the movement of the driver in the seat is insignificant in most cases. It is the collateral tasks during driving that cause distractions. This natural yet constrained setting allows us to exploit relatively simple and yet effective detectors and point tracker for fiducial body parts, i.e., forehead, lips, and hand to recognize distractions. Although the human body is 3D deformable in an open environment, such deformations are marginal in the driving seat and thus the deformations in the body parts are marginal. In the case, when tracking of a body part is missing for a large number of consecutive frames, the system identifies that the driver is out of regular position representing complete distraction.

### C. Smoothing of Tracking Trajectories

Let $P_{b}^{l}(x_j, y_j)$ be a point on the trajectory of a body part $b$ ($b$ ∈ {hand, lips, forehead}) on the $j$th frame ($j$ ∈ 0, 1, 2, · · · , $N$ − 1) of a video captured from the $i$th driver ($i$ ∈ 1, 2, · · · , $M$) performing an action $l$ ($l$ ∈ 1, 2, · · · , $L$). The coordinate range of the tracking trajectories obtained by using the method described in Section II-B varies considerably due to the variations of body structures of the drivers (e.g., tall or short and fat or slim) and to that of the placements of video cameras in front of the driver. To account for the effect of the variations of body shapes of drivers as well as that of the mounting of the cameras on the estimated trajectories, the tracking coordinates are scaled first. Let $P_{b}^{l}(x_j, y_j)$ be the normalized version of tracking trajectories in the range [0, 1) both in the $x$ and $y$ coordinates. In addition, the vehicle jerks due to a road bump, braking or accelerating during driving. These inherent noises result in noticeable fluctuations even in the normalized trajectories. To offset such random fluctuations,
a trajectory smoothing process is required. There are a number of choices such as the Gaussian filtering [44], cubic spline interpolation [45], and Savitzky-Golay finite impulse response filtering [46] that can be applied for smoothing the trajectories. These methods require parameter adjustment that introduces relatively high complexity in implementation to obtain an acceptable performance. Instead, we propose the use of the moving average filter with adaptive window length, which is computationally of low complexity, yet is much effective for this problem. Finally, the smoothed tracking trajectories are obtained as

$$\tilde{P}_b^l(x_j, y_j) = \sum_{k=0}^{\tau} \tilde{P}_b^l(x_{j-k}, y_{j-k})$$

where $\tau$ ($\tau > 1$) is the span of the moving average filter. In particular, the span of the filter is chosen on the basis of the variance of the tracking coordinates of the trajectory of previous frames. If the variance is large, the span is chosen to be wider and vice versa.

D. Tracking-Based Features

In order to find suitable feature sets for representing each of the actions, the tracking trajectories $\tilde{P}_b^l(x_j, y_j)$ ($j \in 0, 1, 2, \cdots, (N - 1)$, $i \in 1, 2, \cdots, M$) of body parts $b$ ($b \in \{\text{hand, lips, forehead}\}$) for each of the actions $l$ ($l \in 1, 2, \cdots, L$) are carefully observed. Figs. 3(a) and (b), respectively, show trajectories of the horizontal and vertical movements of hand, lips, and forehead during the action eating as an example. From this set of trajectories, little or no relationship can be drawn between the movement of body parts and the action being performed. On the other hand, if Euclidean distances between the trajectories of a pair of fiducial body parts are estimated, then certain signature can be found that characterizes the action. Here, quasi periodic signatures are observed as shown in Figs. 3(c) and (d), respectively, when two pairs of body parts, namely, the hand and lips, and the hand and forehead, are considered for the action eating. Similar types of favorable reasoning hold for the other classes of distractions such as talking on cell phone, texting, and operating cabin equipment.

To further substantiate the suitability of inter distances of a pair of fiducial body parts as feature sets, we evaluate its significance over traditional feature sets in terms of the tracking trajectories of each of the body parts. The suitability of a feature set is signified by the discrimination score, which can be defined as the ratio of between-class variance to within-class variance of the features [47]. The larger the discrimination score, the more significant is the feature. Let $V_W^b$ and $V_B^b$ be the within- and between-class variances, respectively, estimated from the trajectory features of body part $b$. The within-class variance of the features can be estimated as

$$V_W^b = \frac{1}{NL} \sum_{j=0}^{N-1} \sum_{l=1}^{L} \sum_{i=1}^{M} \left[ \tilde{P}_b^l(x_j, y_j) - \mu_b^l(x_j, y_j) \right]^2$$

where $\mu_b^l(x_j, y_j)$ is the mean of trajectories of $l$th action on $j$th frame given by

$$\mu_b^l(x_j, y_j) = \frac{1}{M} \sum_{i=1}^{M} \tilde{P}_b^l(x_j, y_j).$$

In a similar fashion, the between-class variance of the features are

$$V_B^b = \frac{1}{NL} \sum_{j=0}^{N-1} \sum_{l=1}^{L} M \left[ \mu_b(x_j, y_j) - \mu_b^l(x_j, y_j) \right]^2$$

where $\mu_b(x_j, y_j)$ is the mean of the entire trajectory set considering all actions $l$ ($l \in 1, 2, \cdots, L$) given by

$$\mu_b(x_j, y_j) = \frac{1}{L} \sum_{l=1}^{L} \mu_b^l(x_j, y_j)$$

Finally, the discrimination score of the trajectory-based features of a body part $b$ is evaluated as

$$\Theta_b = \frac{V_B^b}{V_W^b}$$

Table I shows the discrimination scores of features obtained from the $x$- and $y$-axis trajectories of the three body parts, viz., the hand, lips, and forehead as well as that obtained from the Euclidean distance of the trajectories of all possible pairs of body parts, when the values of $L$, $M$, and $N$ are 4, 13, and 750, respectively. It can be observed from the table that the inter distance of trajectories of two pairs of body parts, namely, the hand and lips, and the hand and forehead show the highest scores, which substantiate their suitability as features. Hence, the proposed feature vectors for recognizing activities.
of the driver for the problem of distraction recognition can be written as

$$F_{b_m b_n}^l = \left[ f_0^l, f_1^l, f_2^l, \ldots, f_j^l, \ldots, f_{N-1}^l \right],$$

where $$b_m \in \{ \text{hand} \}$$ ($$m = 1$$), $$b_n \in \{ \text{lips, forehead} \}$$ ($$n = 2, 3$$) and $$\| \cdot \|$$ represents the $$L_2$$ norm. Fig. 4 shows typical examples of the proposed trajectory-based features $$F_{b_m b_n}^l$$ extracted from tracking coordinates of forehead, lips and hand of a driver. The features represent different distractive actions such as eating, cell phone talking, texting, and inattentive (operating cabin equipment) as well as cautious driving. It is evident from this figure that the action class eating is exhibited by a quasi-periodic back and forth signature of variation of trajectories. A pseudo-random variation of trajectory is observed for the action inattentive (operating the cabin equipment), while this is low in magnitude for the actions texting and cell phone talking. During the action of talking on cell phone, the hand firmly holds the phone near the ear that is close to the forehead, and movements of lips occur due to conversation. It is due to the fact that the driver firmly holds the cell phone with the ear, the relative distance between the hand and lips or the hand and forehead appears to be small in magnitude. On the other hand, when the driving state of a person is cautious, the hands rest on the steering wheel except for occasional turns. The high magnitude of inter-distances between body parts are found for cautious driving, since the position of the hand remains on the steering wheel which is far from the ear. In cautious driving, however, flat-type features especially in the middle region are found mainly due to the resting position of the hands on steering wheel. Thus, the signatures of the proposed trajectory-based features signify their suitability for distraction recognition while driving.

A question may arise about the robustness of the proposed trajectory-based features in case of significant level of tracking errors. Fig. 5 illustrates the robustness of the proposed features obtained from hand and lips during the action of eating while driving. In the example, the movements of the body parts in the vertical direction are considered, since they are more significant than the horizontal movements. In Fig. 5, a number of abrupt transitions of hand in terms of spikes are observed. The normalized distance of lip remains close to unity because the movement of this part of the body is insignificant compared to that of the hand during eating. The spikes in the trajectory of hand can be attributed to sudden change in illumination and quick movements of this part of body towards the mouth during the action. When such a transition occurs, the error thresholds $$\eta_3$$ and $$\eta_4$$ come into effect by forcing the system to re-initialize the tracking. Since the tracking coordinates are retrieved almost instantly, the tracking features, i.e., the distances between hand and lips are not adversely affected due to the spikes. Similar results can be observed for other body parts performing different actions, but are skipped here to avoid repetition. It is observed that the main source of tracking error that affects the proposed features is the change in illumination inside the cabin, which is overcome by introducing Algorithms 1 and 2 (see Section II-B). On the other hand, minor error of tracking due to a road bump is tackled by smoothing the trajectories (see Section II-C). Thus, the proposed trajectory-based features can be treated as robust in the event of tracking errors.
E. Classification of Features

The proposed method identifies an unknown action \( l \) \((l \in 1,2,\ldots,L)\) from the test feature vector \( \mathbf{F}_{bm,bn} \), \( b_m \in \{\text{hand}\} \) \((m = 1)\), \( b_n \in \{\text{lips, forehead}\} \) \((n = 2,3)\) that is estimated from the video footage of a driver. We have chosen a supervised learning system called the kernel support vector machine (SVM) that determines the action through a model constructed from trained data representing known actions. The kernel SVM implicitly maps the feature vectors to another higher dimensional feature space, wherein the projected features of one class are separated from the rest of the classes with maximal margin by an optimal hyperplane \([48],[49]\). Let \( S = \{(\mathbf{F}_{bm,bn}, h_{l,mn}) | (l = 1,2,\ldots,L)(m = 1)(n = 2,3)\} \) be the training set where \( \mathbf{F}_{bm,bn} \in [0,1], h_{l,mn} \in \{-1,1\} \) represent the classes of actions. Then, the test feature vector \( \mathbf{F}_{bm,bn} \) representing an unknown action is classified as

\[
\Psi(\mathbf{F}_{bm,bn}) = \text{sign} \sum_{m=3}^{n=3} \sum_{n=2}^{L} \alpha_{l,mn} h_{l,mn} \Phi(\mathbf{F}^l_{bm,bn}, \mathbf{F}_{bm,bn}) + c
\]

where \( \alpha_{l,mn} \) are the Lagrange multipliers of a dual optimization problem that describe the separating hyperplane, \( c \) is a scalar bias, and \( \Phi(\mathbf{F}^l_{bm,bn}, \mathbf{F}_{bm,bn}) \) is a kernel function. SVM finds the separating hyperplane with respect to the support vectors \( \mathbf{F}^l_{bm,bn} \) with \( \alpha_{l,mn} > 0 \) that are randomly taken from the training set. The common choices of kernel functions include the linear, polynomial, multilayer perceptron, and radial basis function (RBF). Since SVM provides a binary decision on a class, the multiclass decisions are obtained from multiple two-class problems. Finally, the class of an action is obtained from a majority voting of the decisions of \( \frac{L(L-1)}{2} \) number of binary classifiers. In case of a tie, preference is given to the action that provides maximum safety during driving.

III. EXPERIMENTS AND RESULTS

Several experiments are performed to validate the suitability of the proposed feature sets for the problem of tracking-based distraction recognition of a driver. This section first describes the characteristic of the database on which the experiments are carried out. Then, the experimental setup is explained and the results obtained are reported. Finally, an analysis of system performance against tracking error is presented.

A. Database

The Internet was intensively searched for video clips depicting distracted driving. In general, the videos available in the web are not captured from a single direction to depict a particular type of distraction. Most of the videos are captured from the side view, while only a few are from the behind or front. Notably, the major portion of video clips are cinematized to portray an accident in a very brief duration. These limitations annulled their use as experimental data for recognizing the distraction activities of a driver. In other words, due to the unavailability of quality data set of distracted driving, we were impelled to shoot video clips to develop a useful database.

For this purpose, a good resolution camera – Sony Cyber Shot 14.1 mega pixels was affixed on the front windshield facing the driver inside the vehicles. Videos of a number of drivers were captured on city roads and university campus in Dhaka, Bangladesh. The developed data set is diverse in terms of landscape, illumination, type of vehicle and road condition (smooth or bumpy) as well as of the age or experience of the drivers. A total of 13 drivers voluntarily took part in the development of the database without being informed about the ultimate purpose of capturing the videos. The drivers were asked to drive attentively first. Then, the drivers were asked to do talking or texting on cell phone, eating food casually and operating cabin equipment during driving. Roughly five minutes of driving video was shot by each driver performing each of the actions. The captured videos have a frame rate of 30 frames/second. Each of the frames are in RGB format with bit depth 24 having a resolution of \( 854 \times 480 \) pixels. We refer the database developed as the ‘IEEE BUET Distracted Driving (EBDD)’ database that is released in [50]. This database is used in the experiments presented in this paper. At the same time, it is now publicly open for experimentation of algorithms related to activity recognition of the driver.

B. Setup

The experiments are conducted on Matlab environment. The processor used for computation is an Intel Core i5 with clock speed of 2.6 GHz and memory size of 8 GB. In the experiments, the captured videos are processed first for each of the actions. Then, an action is identified as either cautious or distracted by applying the method explained in Section II. Once the action is labelled as distraction, the type of distraction is predicted in the following step. In the experiment, the action recognition performance of the proposed feature vector is contrasted with existing trajectory-based feature vectors that were previously employed for recognition of human actions.
In order to improve the readability, the experimental setup is detailed in separate sections.

1) Processing of Videos: The videos in the database developed are broadly categorized as cautious or distracted. The videos showing cautious driving by each of the drivers are segmented into four 30-second clips having 900 frames each. In total, there are 52 video segments of cautious driving in the experimental data. Similarly, there are 52 video segments, each of which depicts one of the four commonly-observed distractions considered in this work. The frames of a 30-second clip are further grouped into six 5-second non-overlapping segments each having 150 frames. Each of the segments constitute a tracklet of the whole tracking trajectory estimated as per the method described in Section II-B. Hence, there are 312 video segments of attentive driving and equal number of video segments of distracted driving in total to carry out the experiments.

2) Settings of Tracking Threshold: The proposed features are estimated from the tracking trajectories of the forehead, lips, and hand of a driver from a video segment. In order to circumvent the tracking error, specifically to re-sample the neighboring coordinates in case of weak association of tracking over the frames and to automatically re-initialize the body parts in the case of illumination variation and occlusion, the proposed method employs four thresholds - two for the face region and the rest for hand region (see Algorithms 1 and 2). The choice of the threshold values is a trade-off between efficacy and efficiency of the tracker. A large value of the thresholds results in a crude estimation of the trajectories that may yield a low accuracy in the distraction recognition. On the other hand, a small value of the thresholds implies frequent detections of the body parts and increasing rate of re-sampling of the coordinates that impose significant computational overhead on the system. That is why, two threshold values for a region are chosen in a way that result in a compromise between the accuracy and computational complexity giving a satisfactory performance. The threshold values for the face and hand regions are empirically found to be ($\eta_1 = 15\%$, $\eta_2 = 40\%$) and ($\eta_3 = 10\%$, $\eta_4 = 35\%$), respectively. The threshold values of the hand region is slightly lower than that of the face region, since the former is more prone to tracking error than the latter due to its significant movements.

3) Settings of Classifier: The performance of the proposed tracking-based features are evaluated first as a two-class problem, wherein the driving videos are categorized as cautious or distracted. In the experimental setup, each of the two categories have 312 video segments that are employed for performance evaluation. In the next stage, the videos with distraction are grouped into four categories of actions, viz., talking (on cell phone), texting, eating, and inattentive (operating cabin equipment). Thus, the recognition of the type of distraction becomes a four-class problem. As per the grouping, there are 78 video segments for each of the four classes of distractions. For both the two- and four-class problems, the data set is partitioned by randomly choosing video segments as training set and the rest as a separate testing set. There are 60% of the total number of video segments in the training set that are used to train the SVM model. The trained parameters of SVM are used to predict the label of the mutually exclusive 40% videos in the testing set. The results of classification are reported by summarizing the accuracies obtained from 15 sets of random partitions. The choice of best kernel function for SVM is another point of interest in the experiment. The linear, quadratic, polynomial, multilayer perceptron, and RBF functions are applied as suitable kernels, and the RBF shows the best results. The sigma parameter of the RBF is adjusted through auto scaling and 10-fold cross validation. It is worth mentioning that the driving distraction could be classified as a 5-class problem in one-step process instead of two-step process followed in our proposed method. Experimental results reveal that two-step classification process provides at least 8% improvement over the one-step process for recognizing driving distractions.

4) Detection of Distraction: In order to recognize a video as one of the two classes, namely, cautious or distracted, the SVM predicts the labels of each of the frames of a tracklet. If more than one-half of the total number of frames is predicted as distracted, then the whole video segment is recognized as distracted. Similar decision criteria is applied for the cautious video segments. If the total number of frames for each of the two classes are in a tie, then the video is recognized as distracted as a precautionary measure.

5) Determining Type of Distractions: Once the action is identified as distracted, the type of distraction is predicted by applying the proposed classification method. In other words, the action of the driver is further categorized into one of the four commonly-observed distractions considered in this work. Similar to the approach of determining distraction, SVM provides the labels of each of the frames of a tracklet as one of the four types of actions. The type of distraction of the video is predicted through majority voting scheme on the estimated labels of frames. In other words, if the number of a particular label is greater than $\zeta$ fraction of the total frame number of a tracklet, it is identified as that particular type.
of distraction with a confidence of $\zeta$. It is observed through extensive simulation that $\zeta = 0.7$ is a good choice for this classification.

6) Execution Time: In the proposed method, the tracking trajectories of the body parts are estimated using the Algorithms 1 and 2. Typical execution times of these two algorithms for a 5-sec video of 150 frames are 0.3 sec and 0.4 sec, respectively. Overall, the time required for estimating the trajectory-based features for a 5-sec video sequence is 0.5 sec. The classifier is trained off-line, and it takes only 0.1 sec to infer whether the driver is driving attentively or engaging in a distraction action. Once the action is detected as a distraction, it takes additional 0.2 sec to classify the type of distraction in one of the four classes that we have considered.

7) Comparison with Existing Features: The proposed feature for action recognition of driver is compared with five previously reported trajectory-based features that were employed for recognizing human actions. In order to present a rational comparison on the same platform, the experimental setup including the classifier used for the proposed feature is also applied for the comparing features. In a previously published work [55], the distraction of a driver was detected from the tracking trajectories by using the K-nearest neighbor (KNN) classifier. In this paper, we include comprehensive results by employing both the SVM and KNN classifiers for comparing the tracking-based features for detection and classification of distractions. A brief overview of the methods that use the existing trajectory-based features is described as follows:

- Curvature of Trajectories [31], [51]: In general, the curvature is a measure of twisting or curving of motion trajectories. Spatio-temporal curvature of two-dimensional (2D) trajectories was used to identify natural human actions such as the picking up and putting down an object, opening and closing a door, and erasing a white board [31]. Local maxima of curvature function was also employed to study different actions including jogging, waving, and boxing [51].

- Angular Variation of Trajectories [52]: Every motion trajectory changes its angle in course of time. Such angular variations estimated from local neighboring frames form a bag-of-words for describing a particular action. In the experimental settings, five neighboring frames are found to perform the best in most cases. Event detection was demonstrated by classifying the angle-based features of the tracking trajectories. Human actions that were identified by this approach include the transition from running to walking and walking to running. In addition, the type of maneuvers of vehicles such as stopping and turn taking were also identified using this feature.

- Fourier Transform of Trajectories [27], [53]: Repetitive motions in human actions were identified through the Fourier transform-based approach. The selected Fourier coefficients were taken as features for action recognition. Cyclic human actions such as walking and running were reported to be identified well by this method.

- PCA of Trajectories [54]: The principal component analysis of motion trajectories was applied in this method for identifying actions such as jumping, running, and side stepping.

- Dense Trajectories [29], [30]: The bag-of-words defined in terms of trajectories as well as HOG, HOF, and MBH of the local neighboring pixels of trajectories were employed to recognize common forms of human actions.

C. Results

In this work, we first solve for the two-class problem of detecting the existence of distraction during driving, and then solve for four-class problem of determining the type of distraction. Table II shows the percentage of mean accuracies and standard deviations for the two-class problem of detection of distraction for the proposed method along with a comparison with existing trajectory-based action recognition methods. It can be observed from Table II that the average accuracy of distraction detection using the proposed features is more than 91% and the improvement of detection accuracy is not less than 4% in comparison to that of the other methods. Also, the robustness of distraction detection is improved by at least 1% by the proposed method as compared to others.

Table III shows the average mean accuracies and standard deviations for the four-class problem of classifying the type of distractions. It can be seen from this table that the overall mean accuracy of the distraction classification for the proposed features is more than 90% and the improvement of accuracy is more than 2.5% as compared to the existing features. Also, the robustness of distraction classification is improved by more than 1.0% compared with others. It can further be observed from Table III that the accuracies of recognition of action ‘eating’ by the proposed features and Fourier transform-based features are close to each other. The closeness of results of these two methods can be explained by the fact that the action ‘eating’ is characterized by back and forth movements of hand between the lips and the steering wheel, and that the Fourier transform identifies well such periodic nature of the action. Another competitive performance to the proposed feature in identifying the action ‘inattentive’ is found to be the features obtained from PCA. The closeness of results of these two methods may have occurred due to the fact that the ‘inattentive’ action is characterized by the random movement of body parts and PCA works well on random patterns.

Table IV shows the confusion matrix for the two-class problem of detecting distraction. It is seen from this table that cautious driving can be falsely identified as distracted driving and vice versa with an error margin of less than 9%. This false recognition may happen in different scenarios; for example, touching hair momentarily or adjusting air-condition system can be recognized as a state of distraction although such a state of driving can be considered as cautious. It can be also observed from Table IV that the errors due to misclassification for both the cautious and distracted driving actions are nearly same. This result can be explained by noting the fact that half the frame numbers of a tracklet is chosen as decision threshold and there are equal number of videos in each of the two classes in the experiments. Table V shows the confusion matrix for the four-class problem of classifying the type of distractions.
It can be observed that the action cell phone ‘talking’ does not create any confusion with the actions ‘eating’ or ‘texting’. In other words, the cell phone ‘talking’, which is the most prevalent action that causes distraction during driving in real-life, can be easily distinguished from other actions. This result may be due to the fact that the body parts of the driver remains almost static during cell phone ‘talking’, while the actions ‘eating’ and ‘texting’ involve considerable movements of hand and head. As per the experimental results, the actions ‘eating’ and ‘texting’ are found to be the most challenging to be distinguished. It is observed that about 6.67% ‘eating’ videos are falsely classified as ‘inattentive’ and 6.67% of ‘texting’ videos are falsely classified as ‘eating’. These misclassifications of the actions ‘eating’ and ‘texting’ can be attributed to the fact that the hand holds cell phone or food, which introduces similar features in the trajectories for the two actions.

Fig. 6 depicts two typical scatter plots in a 2D plane showing two scenarios, where the proposed features, namely, \( F_{b_1b_2} \) and \( F_{b_1b_3} \), for recognizing type of distractions are characterized by noticeable separation marked by decision boundary resulting in correct recognition for determining the type of distraction. In particular, Fig. 6(a) shows a scatter plot that exhibits distinct separation for a significant number of features for recognizing two actions, viz., ‘eating’ and cell phone ‘talking’. Because of such distinction, none of the videos representing the action ‘eating’ are falsely classified as the action cell phone ‘talking’ (see results in Table V). In a similar fashion, Fig. 6(b) shows a scatter plot for classifying two pairs of actions, viz., ‘texting’ and ‘inattentive’ that have a noticeable number of features remaining in the well-separated regions. In a few scenario, the misclassification of distractions cannot be avoided, but the classification error of any type of distractions is less than 7% as seen in Table V, which

### TABLE III

<table>
<thead>
<tr>
<th>Features</th>
<th>Classifiers</th>
<th>Actions</th>
<th>Talking</th>
<th>Texting</th>
<th>Eating</th>
<th>Inattentive</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>SVM</td>
<td>KNN</td>
<td>SVM</td>
<td>KNN</td>
<td>SVM</td>
</tr>
<tr>
<td>Spatial</td>
<td>KNN</td>
<td>80.00±5.65</td>
<td>76.67±5.80</td>
<td>70.00±6.35</td>
<td>70.00±5.95</td>
<td>74.17±5.94</td>
<td></td>
</tr>
<tr>
<td>Curvature [31], [51]</td>
<td>SVM</td>
<td>86.67±5.60</td>
<td>83.33±5.33</td>
<td>80.00±4.90</td>
<td>66.67±5.45</td>
<td>79.17±5.32</td>
<td></td>
</tr>
<tr>
<td>Angle</td>
<td>KNN</td>
<td>76.67±6.25</td>
<td>73.33±7.50</td>
<td>70.00±6.95</td>
<td>73.33±5.94</td>
<td>73.33±6.67</td>
<td></td>
</tr>
<tr>
<td>Variation [52]</td>
<td>SVM</td>
<td>86.67±4.90</td>
<td>83.33±7.20</td>
<td>76.67±6.09</td>
<td>80.00±5.63</td>
<td>81.67±5.96</td>
<td></td>
</tr>
<tr>
<td>Fourier Transform [27], [53]</td>
<td>SVM</td>
<td>83.33±5.68</td>
<td>80.00±4.80</td>
<td>83.33±4.32</td>
<td>90.00±6.58</td>
<td>84.17±5.35</td>
<td></td>
</tr>
<tr>
<td>Principal Component [54]</td>
<td>KNN</td>
<td>80.00±5.35</td>
<td>73.33±7.50</td>
<td>73.33±7.60</td>
<td>80.00±6.88</td>
<td>76.67±6.83</td>
<td></td>
</tr>
<tr>
<td>Dense Trajectories [29], [30]</td>
<td>SVM</td>
<td>86.67±5.25</td>
<td>80.00±5.96</td>
<td>83.33±6.60</td>
<td>90.00±6.88</td>
<td>85.00±6.17</td>
<td></td>
</tr>
<tr>
<td>Proposed Feature</td>
<td>KNN</td>
<td>84.55±6.30</td>
<td>70.32±8.80</td>
<td>71.42±6.35</td>
<td>78.05±6.05</td>
<td>76.09±6.88</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>92.50±4.50</td>
<td>80.72±5.05</td>
<td>88.32±5.95</td>
<td>90.40±5.50</td>
<td>87.99±5.25</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KNN</td>
<td>83.33±5.60</td>
<td>73.33±5.20</td>
<td>73.33±5.45</td>
<td>83.33±4.95</td>
<td>78.33±5.30</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>93.33±4.80</td>
<td>86.67±4.20</td>
<td>88.67±3.88</td>
<td>93.33±4.05</td>
<td>90.50±4.23</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 6. Typical scatter plots depicting class separability of the two features, namely, \( F_{b_1b_2} \) and \( F_{b_1b_3} \), for recognizing type of distractions. A significant number features remain in the respective regions marked by the decision boundary that results in correct recognition of distraction. The distractions classified are (a) eating and talking, and (b) texting and inattentive (operating cabin equipment).
TABLE IV
CONFUSION MATRIX FOR THE TWO-CLASS PROBLEM OF DETECTING DISTRACTION

<table>
<thead>
<tr>
<th>Actions</th>
<th>Cautious</th>
<th>Distracted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cautious</td>
<td>91.32</td>
<td>8.68</td>
</tr>
<tr>
<td>Distracted</td>
<td>8.33</td>
<td>91.67</td>
</tr>
</tbody>
</table>

TABLE V
CONFUSION MATRIX FOR THE FOUR-CLASS PROBLEM OF CLASSIFYING TYPE OF DISTRACTIONS

<table>
<thead>
<tr>
<th>Distractions</th>
<th>Talking</th>
<th>Texting</th>
<th>Eating</th>
<th>Inattentive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Talking</td>
<td>93.33</td>
<td>0.00</td>
<td>0.00</td>
<td>6.67</td>
</tr>
<tr>
<td>Texting</td>
<td>0.00</td>
<td>86.67</td>
<td>6.67</td>
<td>6.67</td>
</tr>
<tr>
<td>Eating</td>
<td>2.33</td>
<td>3.33</td>
<td>88.67</td>
<td>5.67</td>
</tr>
<tr>
<td>Inattentive</td>
<td>0.00</td>
<td>3.33</td>
<td>3.33</td>
<td>93.33</td>
</tr>
</tbody>
</table>

clearly signifies the effectiveness of the proposed trajectory-based feature.

D. Recognition Performance with Tracking Errors

In order to get an insight on the viability of the proposed tracking-based method, the variation of recognition performance with respect to tracking errors is evaluated in the experiments. In particular, we present the results obtained from the video segments representing the distraction ‘eating’, which is one of the most confusing among all the distractions considered in the experiments (see Table V). In this experimental setting, the trained classifier for the two-class problem of distraction detection is kept functional to predict a label, which is either cautious or distracted, for each of the frames of a video. The frame-by-frame detection accuracies of the distraction ‘eating’ are obtained by averaging the results over 13 drivers. The frame-by-frame tracking errors of the forehead and lips are estimated from the current and previous frames by using (5) and considering that \( \eta_1 = 15\% \) and \( \eta_2 = 40\% \) (see Algorithm 1). Fig. 7 shows the variation in the percentage accuracies of distraction detection provided by the proposed method with respect to the tracking errors. The figure provides an insight as to how the performance of the proposed system in terms of detection accuracy is maintained at a high level by considering that the tracking thresholds described in Section II-B come into effect as and when necessary. It is seen from Fig. 7 that without any tracking error, the detection accuracy can be as high as 94\%, which decreases slowly with the increasing level of errors. When the tracking error between consecutive frames is greater than 15\%, the first threshold \( \eta_1 \) comes into effect. The immediate result of the application of the threshold, i.e., adoption of re-sampling of the feature points in the neighborhood, is an increasing level of detection accuracy. As the tracking error increases considerably (\( \geq 30\% \)), the detection performance deteriorates significantly due to the loss of association of the forehead and lips. At this stage, the second threshold \( \eta_2 \), which is set to 40\%, comes into effect so that the tracking coordinates of the associated body part are re-initialized. Application of the second threshold in the tracking system results in a gradual increase of the detection accuracy, similar to that observed for the application of the first threshold. It is due to the successive applications of the two thresholds, viz., \( \eta_1 \) and \( \eta_2 \), the overall detection accuracy remains well above 89\% even with certain frames having tracking errors greater than 60\%. It is also found that the proposed approach of tracking can ensure a minimum level of detection accuracy for the ‘eating’ distraction to be 87\% (see Fig. 7). Thus, the proposed tracking-based features can be viable to detect and recognize commonly occurring driving distractions.

IV. Conclusion

In this paper, it has been attempted to identify whether the driver is cautious or distracted during driving by capturing video from the front view of the driver. The proposed method first detects the existence of distraction from a video and then classifies the type of distraction. Fiducial body parts for activity recognition of a driver have been found to be the hand, lips, and forehead. Algorithms have been developed that not only detect the initial coordinates of the body parts automatically, but also keep track of the movements of these body parts over the video frames with acceptable tracking errors. The inter-distances among the tracking trajectories of the hand and lips, and hand and forehead have been demonstrated as suitable feature sets representing different activities of the driver. It has been shown that the proposed tracking-based features are robust, especially because the re-sampling and re-initialization of the coordinates of body parts are employed by considering the tracking errors over the frames. The proposed feature sets have been classified using the kernel SVM technique for detecting as well as recognizing the type of distraction. In order to carry out experiments for evaluating the performance of the proposed method, the EBDD dataset has been developed by considering diversity in driving environments as well as expertise of drivers. With a view to facilitating further work on distraction recognition of the driver, the dataset has been...
released publicly. Experimental results show that the proposed method can provide at least overall accuracies of 91% and 90%, respectively, for detecting and recognizing the type of distraction. In both scenarios of detection and recognition, the robustness of accuracy is improved by at least 1% by the proposed method as compared to the existing methods. An in-depth analysis on the accuracy of the distraction detection with respect to tracking error has been made to substantiate the suitability of the proposed tracking-based features. It is expected that the proposed distraction recognition technique be implemented in an embedded system installed in a vehicle for assistive driving so that the driver is kept more vigilant on the road. In a future research, information of vehicular dynamics such as change of speed of the vehicle and that of lane position can be incorporated into the proposed features in order to improve the performance of the distraction recognition. Moreover, to alleviate the effect of inherent noise caused by occlusion and illumination variation, an effective noise-robust classifier such as random forest algorithm can be investigated in the setting of this work.
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