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ABSTRACT Abnormal water quality will increase the occlusion rate among fish schools, which causes
difficulties in fish detection and tracking. In order to solve this problem, a multiple fish tracking algorithm for
red snapper is proposed in this paper. In the detection stage, we use the Otsu adaptive segmentation algorithm
to extract fish targets based on the background subtraction method, following which the fish tracking feature
parameters can be obtained based on the fish geometric features. In the tracking stage, the Kalman filter is
employed to first estimate the motion state, and then the cost function is constructed from the position of the
fish body, target area, and the direction information. Finally, fish school tracking is realized by the interframe
relationship matrix. We applied several tracking methods with various schemes to experimental videos of
swimming fish schools in different environments. The experimental results show that the proposed tracking
algorithm exhibits improved performance and robustness.

INDEX TERMS Data association, feature detection, multi-object tracking, water quality monitoring.

I. INTRODUCTION
The stress response of aquatic organisms to pollutants can
be used to develop biological early warning systems, and
behavioral changes of aquatic organisms reflect the aquatic
environments and ecosystems [1]–[4]. Recently, with the
considerable improvements in computer vision and image
processing technology, the visual monitoring of fish school
behavior changes has become an important topic in biological
water qualitymonitoring [5]–[9]. In order to achieve this goal,
it is necessary to first obtain the trajectory data for each fish
target and then perform various statistical processes to realize
biological water quality monitoring and early warning [10].
However, the shape of the fish target changes during swim-
ming owing to its non-rigid attributes. In addition, environ-
mental influences, detection errors, and the mutual occlusion
of fish targets also result in many difficulties for fish school
tracking in video images [11]. Therefore, fish school tracking
is the key step in biowater quality monitoring.

Several fish tracking algorithms exist that are based on
the detection of single fish [3], [6]; however, the tracking of
fish schools is much more relevant. The existing fish school
tracking algorithms are mainly based on feature points,

which typically treat a single fish as a single point. At the
same time, multiple fish tracking is achieved by feature point
coordinates. For example, Miller and Gerlai [12] developed
software to track multiple fish whereby the user first clicks
on the body of each target manually, which then quantifies
the characteristic parameters of the fish target. Unfortunately,
this method is highly labor intensive when the fish group is
large. On this basis, an automatic fish tracking system was
proposed [13], which verified the feasibility of using com-
puter vision technology to achieve the automatic tracking of
multiple fish. However, the accuracy of this algorithm needs
further improvement. Delcourt et al. [14] achieved the fish
school detection and tracking using visual implant elastomer
tags, but these tags may potentially affect the social behavior
of the fish target, which in turn has a certain impact on the
tracking results.
In recent years, more sophisticated multiple fish tracking

algorithms have been developed to improve tracking per-
formance [15]–[18]. In particular, the integration of motion
direction has improved the fish school tracking performance.
Qian et al. [19] proposed an effective fish school tracking
algorithm based on fish head detection, which uses the fish
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body shape and gray features combined with extreme value
detection and an ellipse fitting method to obtain the fish
motion direction. Xia et al. [20] presented a multiple fish
tracking algorithm based on fish swimming posture, which
was used to identify the fish tail and head points via a
grayscale histogram. The fish tracking was achieved by the
feature points using a combination of swimming posture
and the nearest neighbor algorithm. However, all the above
mentioned algorithms have some shortcomings related to the
fish detection of occlusion and motion direction.

Thus, a new multiple fish tracking algorithm is proposed
in this paper. The features of the algorithm are as follows:
first, a new method for detecting fish movement direction
is presented based on the geometric characteristics of fish
in the detection stage. Second, the data association between
consecutive frames is realized by combining the centroid
coordinates, target area, and motion direction of the fish
target. Third, the application of a Kalman filtering algo-
rithm effectively improves the performance of multiple fish
tracking in the data association stage.

The rest of this paper is constructed as follows. The
fish target information acquisition platform is introduced
in section 2. Section 3 proposes the multiple fish track-
ing algorithm, including fish detection and fish tracking.
Section 4 presents the experimental results and evaluates the
performance of the fish detection and tracking method. The
conclusions are then discussed in Section 5.

FIGURE 1. Experiment setup of the proposed fish school tracking method.

II. MATERIALS AND SETUP
Our experimental device platform, shown in Fig. 1, is com-
posed of three parts: a charge-coupled device camera,
experimental fish tank, and a computer. During the video
acquisition process, the experimental device is located in
a fixed illumination and environmentally stable isolation
space in order to reduce the experimental errors caused by
illumination changes and human interference. The video
acquisition uses the Hikvision MV-CA030-10GC industrial
camera, which is located directly above the experimental
tank to ensure that the swimming area of the fish school
is within the surveillance range of the camera. The resolu-
tion of the machine is 1360 pixels × 650 pixels in order to
achieve clear detection. The size of the experimental tank is

40 cm × 20 cm × 20 cm, the top view is 40 cm × 20 cm,
and the water depth is 3 cm. In order to prevent the fish
body swimming in a vertical direction, the fish body can
be approximated as swimming on a two-dimensional plane.
Additionally, some colored pebbles were added to the exper-
imental tank to simulate the interference problems that occur
in the real environment. The proposed tracking algorithmwas
implemented on a personal computer (Intel(R) Core(TM)-i5-
4210U CPU @ 1.70 GHz 2.39 GHz) using Matlab R2017b
software. Red snapper was used as a water quality indicator
organism and was about 1.5-3 cm in length. Due to its sensi-
tivity to water quality, it has been widely used in biological
water quality monitoring.

III. FISH SCHOOL TRACKING METHOD
The proposed algorithm ismainly composed of two parts: fish
target detection and target tracking. The algorithm flowchart
is shown in Fig. 2.

A. FISH DETECTION
1) MOTION REGION SEGMENTATION
In the laboratory environment, the illumination is fixed and
the acquisition environment is stable. Therefore, the back-
ground subtraction method is used to obtain the moving
target. The experimental video only contains the foreground
target of the fish and the background that closes to static, and
the moving target stays in a certain area for a short time. The
background model estimation [21], [22] is performed using
the Median filtering algorithm in the time domain. Assuming
that the video input image is I (i, j), the background image
B(i, j) can be obtained by statistical calculation through them
frame input images:

B(i, j) = Median(I1(i, j), I2(i, j), ..., Im(i, j)). (1)

The difference between the background image and the
input image is the difference imageD(i, j), which is defined as

D(i, j) = |B(i, j)− D(i, j)|. (2)

The image threshold segmentation method is used to con-
vert the difference image into a binary image. The position
D(i, j) is determined as the foreground pixel point, whose
value is greater than the threshold value. The binary image
is defined as

R(i, j) =

{
1, if D(i, j) ≥ Tg

0, if D(i, j) < Tg.
(3)

Then, the Otsu adaptive segmentation algorithm [23], [24]
is used to determine the image segmentation threshold Tg in
order to further extract the features of the fish target. First,
the morphological operation and the hole filling process are
performed on the binary image to smooth the target contour
of the fish body. Second, the interference noise of the small
block is filtered out by the threshold Tl to reduce the detection
error.
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FIGURE 2. A flowchart of the fish school tracking algorithm.

2) CENTROID AND AREA DETECTION
After obtaining the filtered image, the connected region in the
image represents the corresponding region of the fish body
target, and the connected region marking method is then used
to obtain the regional information of the fish moving target.
Then, the external rectangular box and the area of the con-
nected region are obtained according to the connected region
information. The area of the connected region is equivalent
to the target area of the fish body. The center position of the
connected region is equivalent to the centroid position of the
fishmoving target [25]. The ordermoment in the target region
of each fish body is as shown in Eq. (4).

M00 =

M∑
i=0

N∑
j=0

R(i, j)

M10 =

M∑
i=0

N∑
j=0

i× R(i, j)

M01 =

M∑
i=0

N∑
j=0

j× R(i, j),

(4)

where M00 represents the zeroth order moment of the con-
nected region; M10,M01 represent the first-order moment;
and R is the filtered image. Then, the centroid position coor-
dinates of the target area of the fish body are as follows:

xc =
M10

M00

yc =
M01

M00
.

(5)

3) MOTION DIRECTION DETECTION
As shown in Fig. 3(a), the direction of the movement of
the red snapper is measured by the centroid and head of
the individual target. The direction of motion is θ, whose
range is [0, 2π ]. According to the cosine theorem, the motion

FIGURE 3. An illustration of the fish body. (a) An illustration of the
motion direction of the fish target, (b) an illustration of the calculation of
the head point.

direction is

θ =



arctan
yh − yc
xh − xc

, xh − xc > 0

π + arctan
yh − yc
xh − xc

, xh − xc < 0

π

2
, xh = xc, yh > yc

3π
2
, xh = xc, yh < yc.

(6)

Therefore, the motion direction of the fish depends on
the acquisition of the centroid and the head, in which the
centroid position has been acquired. It can be seen from the
experimental observation that the target of the fish body has a
conical structure and the tail point is farthest from the centroid

IT 8.1
Typewritten text
IEEE  Journals & Magazines Volume: 7 , January 2019



in all the contour points of the fish body. Thus, using the
traversal method, the coordinates of the tail point from the
contour points of the fish body can be obtained.

Suppose the set of fish body edge contour points is

M = {(x1, y1), (x2, y2), · · · , (xn, yn)}. (7)

Then the distance set between the contour point and the
centroid is

N = {disc1, disc2, · · · , discn}, (8)

where disci is the Euclidean distance between the ith coordi-
nate point in set M and the centroid, and the index value t
corresponding to the maximum value in the set N is the index
value of the tail point, then

t = arg
i∈[1,n]

max(disci). (9)

Thus, the coordinates of the tail point are

(xt , yt ) = M (xt , yt ). (10)

Based on the regulation of fish swimming characteristics,
connect the centroid and the tail point and draw a line passing
(xc, yc) and perpendicular to the line of the centroid and the
tail point. As shown in Fig. 3(b), the side of the dotted line
in l is the distribution range of the fish head, and the point
farthest from the centroid in the outline of the fish body edge
of this range is the head position.

The vertical line l is obtained from the centroid and tail
point coordinates:

yl = (−
xc − xt
yc − yt

)(xl − xc)+ yc. (11)

By judging the tail point and the vertical line, the contour
point set on the side of the dotted line is

P = {(x1, y1), (x2, y2), · · · , (xz, yz)}. (12)

Thus, the head coordinates of the fish body satisfies:

h = arg
h∈[1,z]

max(
√
(xh − xc)2 + (yh − yc)2). (13)

B. FISH TRACKING
1) MOVING TARGET STATE ESTIMATION
As for the optimal autoregressive data processing algorithm,
Kalman filtering is one of the most effective methods for esti-
mating motion state [26], [27]. As the time interval between
consecutive frames is small in the fish school swimming
video, the target can be considered to be a uniform linear
motion between adjacent frames, and thus the system can
be approximated as a linear dynamic model. It is described
by a state equation and an observation equation, which are
defined as

xk = Akxk−1 + ωk , (14)

zk = Ckxk + νk , (15)

where, xk , zk are the state vector and observation vector,
respectively; Ak ,Ck are the target state transition matrix and

the observation matrix, respectively, and ωk , νk are the sys-
tem state noise and observed variable noise, respectively.
In the time update part, the Kalman filter theory can be

used to obtain the prediction equations:

x̂ ′k = Ak x̂k−1, (16)

P′k = AkPk−1ATk + Qk−1, (17)

where x̂ ′k is the prior state estimated value; P′k is the updated
error covariance matrix; Qk−1 is the covariance matrix of
system state noiseωk ; x̂k−1 is the state estimate vector in k−1;
and Pk−1 is the error covariance matrix in k − 1.
The current state estimation can be obtained by the

state update equations based on data association, which is
defined as:

Hk = P′kC
T
k (CkP

′
kC

T
k + Rk )

−1, (18)

x̂k = x̂ ′k−1 + Hk (zk − CkAk x̂
′

k−1), (19)

Pk = (I − HkCk )P′k , (20)

where Hk is the Kalman gain value at time k; and Rk is the
covariance matrix of the system observation noise vk . When
the background is disturbed or the fish target is occluded,
the target state variable estimation can be effectively realized
by the prediction equations and the updated equations due to
the adaptability of the Kalman algorithm.

2) COST FUNCTION CALCULATION
The data association between the state vector and the obser-
vation vector is a key step in the tracking of the fish school.
In order to improve the association accuracy, the feature
matching method is used for data association [28]. A certain
relationship exists between the motion state characteristics of
the fish target in adjacent frames; namely, that the centroid
location, target area, and movement direction of the same fish
vary little, and the parameters between the different targets
vary greatly. Therefore, the cost function is introduced for
feature matching. Define the previous frame tracking tar-
get list as T = {Ok-1,1,Ok-1,2, ...,Ok-1,n}, the current frame
detection target list is D = {Ok,1,Ok,2,...,Ok,m}, where Ok,m
represents the feature information of the mth moving target
in the kth frame. Then the cost function between the target i
of the previous frame and the target j of the current frame is
defined as

cfij = ω1(
pcij
pcmax

)+ ω2(
dcij
dcmax

)+ (1− ω1 − ω2)(
acij
acmax

),

(21)

where, pcmax , dcmax , acmax represent the maximum values of
positional change, direction change, and area change between
consecutive frames, respectively. pcij, dcij, acij represent the
value of position change, direction change, and area change
between the target i of the previous frame and the target j
of the current frame, and ω1, ω2 represent the weights corre-
sponding to the centroid and motion direction.

IT 8.1
Typewritten text
IEEE  Journals & Magazines Volume: 7 , January 2019



TABLE 1. The results of the parameter setting for fish detection and tracking.

TABLE 2. The evaluation results of fish detection.

FIGURE 4. Fish detection effect on the 1000th frame in different pH environments. On the left side of the figure are the
original images, in the middle of the figure are the difference images, and on the right side are the tag images. The
experimental environment is (a) pH = 6, (b) pH = 7, and (c) pH = 8.

3) TARGET MATCHING ASSOCIATION
It is a very important way to achieve data association between
multiple targets based on the nearest neighbor algorithm [29].
After obtaining the cost function values between the targets

of adjacent frames, the fish body targets are matched by
the interframe relationship matrix. The interframe relation-
ship matrix between the n tracking targets in the previous
frame and the m detection targets in the current frame is
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TABLE 3. Comparison of the several tracking methods under different schemes.

FIGURE 5. Tracking performance of the compared methods on two evaluation metrics, (a) CTR, (b) CIR.

defined as

P =


cf11 cf12 · · · cf1m
cf21 cf22 · · · cf2m
...

...
...

...

cfn1 cfn2 · · · cfnm

. (22)

To reduce the number of matching associations and
improve the tracking performance, the values in the inter-
frame relationship matrix can be simplified as follows:

cfij =

{
cfij, if D(i, j) < d0
+∞, otherwise,

(23)

where, d0 is the maximum overlap distance between fish tar-
gets, and D(i, j) is the Euclidean distance between the target i
in the previous frame and the target j in the current frame.
Thus, the matching association can only be performed when
the Euclidean distance between two targets in consecutive
frames is less than a specified threshold.

Therefore, the following NP-hard optimization problem is
established:

min
n∑
i=1

m∑
j=1

cfijxij

s.t.



n∑
i=1

xij = 1 (j = 1, · · · ,m)

m∑
j=1

xij = 1 (i = 1, · · · , n)

xij = 1 or 0 (i = 1, · · · n, j = 1, · · ·m),

(24)

where, xij = 1 indicates that the target i is associated with
the target j, and xij = 0 indicates that the target i is not

associated with the target j. The optimal model is solved by
the Hungarian algorithm [30], and thus the optimal matching
scheme between consecutive frames can be obtained.

IV. EXPERIMENTAL RESULTS
To evaluate the performance of the proposed tracking algo-
rithm, the experiments were performed under the experimen-
tal setup shown in Fig.1. The pH of the water environment
was changed by oxalic acid and sodium hydroxide to simulate
the water quality under different environments. Three groups
of red snapper experimental videos in different environments
were selected as test data: D1 (pH = 6), D2 (pH = 7),
and D3 (pH = 8). The video for each group contained
2000 frames and five fish, and the video frame rate was 25 fps.

A. PARAMETER SETTINGS
There are some parameters that need to be set up for opti-
mal detection and tracking performance. The parameters of
m,Tg,Tl are set in the detection part. For the parameter m,
which reflects the true degree of the background image,
the larger the value is, the closer the background image is
to the real background. The parameter Tg is used to segment
the foreground object and the background image, which is
obtained by the Otsu algorithm. For the threshold Tl , its value
is determined by the size of the noise point in the image, and
the larger the value is, the more likely the fish target will
be filtered out. Otherwise, more noise points will be present
in the binary image. The parameters of ω1, ω2, d0,N are
set in the tracking part. The parametersω1, ω2 are determined
by the position, area, and direction change rate of the same
fish target between consecutive frames. The parameter d0 is
determined by the maximum occlusion distance among the
fish targets in the image. The longer the occlusion distance,
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FIGURE 6. Fish school tracking trajectory in different environments. (a), (c), and (e) are three-dimensional tracking trajectories
of fish schools under pH = 6, 7, and 8, (b), (d), and (f) are two-dimensional tracking trajectories of fish schools under
pH = 6, 7, and 8. The lines of different colors correspond to the swimming trajectories of different fish targets.

the larger the value is. The parameterN represents the number
of fish in the video.

In order to set the best parameters, we selected 500 frames
from three test sets as training samples. Analyzing and com-
paring the detection and tracking results obtained under dif-
ferent parameters, the selected parameter results are shown
in Table 1.

B. EVALUATION OF DETECTION PERFORMANCE
In the process of fish target detection, it is necessary to quan-
tify the performance of the proposed method using the accu-
racy rate and recall rate to measure the fish school detection

effect [31]. The definition is as follows:

P =
TP

TP+ FP
, (25)

R =
TP

TP+ FN
, (26)

where TP is the total number of fish targets that are correctly
identified in all frames, FP is the total number of fish tar-
gets that are error-detected and FN is the total number of
mis-detected fish targets.
In addition, in order to better evaluate the detection per-

formance in the case of the occlusion of fish, two evaluation
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criteria of occlusion rate and occlusion detection rate [32] are
proposed:

OR =
total number of occlusions
total number of targets

, (27)

ODR =
successful number of occlusion detection

total number of occlusions
. (28)

The detection results are shown in Table 2. It can be seen
that compared with the normal water quality environment
(pH = 7), the number of occlusions between fish targets
in the abnormal water environment is significantly increased,
resulting in a decrease in detection performance. The erratic
and highly rapid movement of the fish in the acid-base envi-
ronment is also an important factor influencing the decline in
detection performance. Despite this, the accuracy of the three
experimental videos was greater than 98.23%, and the recall
rate was greater than 98.85%, which verified the effectiveness
of the detection method. In addition, the occlusion detection
rate indicates that the occlusion between the fish targets
causes a decrease in detection performance, but the proposed
method can effectively perform target detection in the case
of occlusion. Fig. 4 shows the effect of the 1000th frame
image detection in three groups of experimental videos. It can
effectively detect fish targets in an acid-base environment
and verify the applicability of the detection method for water
quality monitoring experiments.

C. EVALUATION OF TRACKING PERFORMANCE
In the evaluation process of tracking performance based on
the parameters used in [33], the correct tracking rate and
correct recognition rate of the three sets of experimental
videos were evaluated based on manual labeling, which is
defined as

CTR=

∑
(number of correct frames of a single fish)
number of fish×number of frames

,

(29)

CIR=
times that all fish get correct identity after occlusion

number of occlusion events
,

(30)

where CTR represents the proportion of individual fish being
tracked correctly, with a large value indicating better track-
ing performance. CIR measures the probability of the cor-
rect identification of all fish following an occlusion event,
the smaller the value is, the lower the accuracy is.

The fish school tracking algorithm proposed in this paper
contains three parts: moving target state estimation, cost func-
tion calculation and data association. Three methods were
analyzed and compared using different schemes to better
evaluate the proposed method, and the compared methods are
shown in Table 3.

The comparison results of the three methods are shown
in Fig. 5. As can be seen from the comparison of moving tar-
get state estimation, CTR and CIR using the state estimation
method perform much better than the use of feature match-
ing alone. By adding state estimation into feature matching,

the matching accuracy was improved, and thus the tracking
performance was improved significantly. As evident in the
cost function calculation comparison, the tracking algorithm
in this paper has the advantage of introducing the feature
of the target area and motion direction, a better ability to
match the target in the occlusion case, and thus a higher
CTR and CIR value. When the water quality is abnormal
and the fish body overlap increases, the introduction of new
features is required to improve the tracking performance. The
tracking trajectory results of the proposed method in different
test videos are shown in Fig. 6.

V. CONCLUSION
A fish school tracking algorithm based on biological water
quality monitoring is proposed in this paper, in which the data
association is critical between the state variables and obser-
vation variable. Therefore, on the basis of the data association
of the distance-based nearest neighbor algorithm, the data
association is realized by introducing a fish target area and
the moving direction feature, which effectively improve the
tracking performance of the fish school under occlusion.
The experimental results show that the proposed tracking
algorithm exhibits improved tracking performance. In future
work, themovement regulation of fish schools under different
water quality environments will be further evaluated, and
the relationship between fish movement behavior and water
quality will be determined.
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