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Abstract—Consider a network consisting of one multi-antenna
base station (BS) and multiple pairs of multi-antenna user
equipments (UEs). For each UE pair, the communication between
transmitter and receiver is established either through BS or via
device-to-device (D2D) link. We assume that D2D transmission
and cellular transmission are equally prioritized and share
the same resources. To improve the network throughput, we
maximize the sum rate by jointly optimizing the transmission
mode of each UE pair and the associated transceivers. Due to
the NP-hardness of this problem, we first perform some efficient
approximation to it and then design an iterative algorithm, which
is guaranteed to converge to a stationary solution by solving
a series of weighted minimum mean square error (WMMSE)
problems. The proposed algorithm has two distinguishing fea-
tures. First, it only solves the WMMSE problem inexactly in
each iteration, which thereby has a simplified algorithm structure
and accelerated convergence behavior than the classical one.
Second, we further fit the WMMSE problem into the alternating
direction method of multipliers (ADMM) framework, making it
amenable to parallel and distributed computation. Finally, the
approximated problem is solved efficiently and distributively,
with simple closed-form solutions in each step.

Index Terms—Device-to-device (D2D) communication, mode
selection, transceiver design, weighted minimum mean square
error (WMMSE), alternating direction method of multipliers
(ADMM).

I. INTRODUCTION

Device-to-device (D2D) communication, which allows two
user equipments (UEs) to exchange information directly with-
out the intervention of a base station (BS), has been widely
accepted as an important key technology in the fifth-generation
(5G) mobile networks [1], [2]. By exploiting the proximity
gain, reuse gain, hop gain, and pairing gain, D2D can remark-
ably improve the network performance in terms of spectral
and energy efficiencies [3]–[5]. However, to achieve these po-
tential benefits, D2D communications should be appropriately
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managed. Many important yet challenging issues, such as D2D
discovery, D2D synchronization, transmission mode selection,
wireless resource allocation, power control, interference mit-
igation, etc., need to be carefully addressed [6], [7]. In this
paper, we focus on the joint transmission mode selection and
interference mitigation problem for the D2D communication
underlaying cellular networks. Although such a problem has
been intensively investigated, most current studies impose
some constraints onto the setting of D2D communications,
e.g., the UE status [4], [8], the UE/antenna number [8], [9], the
resource sharing strategy [7], the priority of D2D transmission
[4], etc. As a consequence, the D2D performance gains are
not fully utilized. Naturally, to maximally explore the D2D
potentials, a more general and flexible formulation of the joint
mode selection and interference mitigation problem should be
considered.

A. State of the Art

So far, various schemes have been proposed for joint mode
selection and interference mitigation in D2D communications.
Basically, the literature can be categorized according to the
network size and the way of algorithm execution (centralized
or distributed).

1) Network Size: Most early studies formulated this problem
in single-antenna networks which consist of only one cellular
UE and one pair of D2D UEs [8]–[10]. They usually selected
the transmission mode (e.g., cellular mode or underlay/overlay
D2D mode) for the D2D UE pair by exhaustive search,
and then optimized the power allocation to achieve the best
performance in throughput and/or power efficiency. Recently,
to accommodate the explosive demand for wireless data, the
network size (e.g., the UE number and/or the antenna number)
has been increasing sharply and inevitably. The approach of
exhaustive search is thereby computationally prohibitive, and
some advanced techniques, such as game theory [11], graph
theory [12], and nonlinear optimization [13], have been intro-
duced to help the mode selection and interference mitigation.
Specifically, as far as the multi-antenna D2D communication
is concerned, beamforming is widely utilized to manage the
interference. For instance, many studies applied zero-forcing
(ZF) beamforming to avoid the interference between cellular
UEs and D2D UEs [14]–[16]. A more general beamforming
scheme was addressed in [17], where the transceivers were
designed to maximize the entire D2D and cellular transmission
rates, and the sequential quadratic programming method was
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adopted to solve this problem. This approach outperforms the
ZF approach, but does not involve the issue of mode selection.
The authors in [18] considered the joint mode selection and
transceiver design for rate maximization in multi-input multi-
output (MIMO) D2D networks, and then solved the problem
by applying the approach of successive convex approximation
(SCA). In this work, however, each UE pair may perform
cellular and D2D transmissions simultaneously, thus rendering
heavy operational burdens. Obviously, a more practical mode
selection strategy should be exclusive, i.e., the communication
within each UE pair is established either through base station
(BS) or via D2D link.

2) Algorithm Execution: In addition to the centralized
algorithms, many distributed algorithms have been proposed
since it may not be easy to solve the high-dimensional D2D
communication problems as the network size increases. For
instance, several heuristic algorithms were developed to dis-
tributively solve the joint mode selection and power control
problem [19], [20]. In [21], some energy-splitting variables
were introduced such that the mode selection and the resource
allocation could be decoupled and optimized independently.
Another popular approach worth mentioning is game theory,
which has been successfully applied to tackle many distributed
selfish optimization problems about joint mode selection and
resource allocation in D2D communications [22], [23].

In summary, despite the differences in problem formulation
and algorithm design, most current studies divided the UEs
into cellular UEs and D2D UEs in advance, and fixed their sta-
tuses during the entire communication process. Moreover, they
usually took cellular UEs as the primary users, and thus their
quality of service (QoS) requests were delivered with priority.
In this circumstance, one important task of D2D management
was to limit the interference from D2D UEs to cellular UEs.
To guarantee this, cellular UEs were set to communicate with
BS constantly, while only D2D UEs were involved in mode
selection. In addition, to better protect cellular transmissions
from D2D interference in underlay D2D communications,
D2D UEs usually reused the cellular resources in uplink only,
while keeping idle in downlink [7], [24], [25].

Obviously, this has significantly affected the flexibility of
D2D management. Thus, the performance gains of D2D are
not fully utilized. Actually, there are still continuing debates in
the Third Generation Partnership Project (3GPP) on the mode
selection between cellular and D2D communications and its
priority, although a lot of progress has been made in the stan-
dardization of D2D discovery, channel models, deployment
scenarios, evaluation methodologies, and so on [24]–[26]. In
this paper, we relax these constraints and formulate the D2D
communication problem from a more general perspective. A
key point is that we equally prioritize the cellular transmission
and the D2D transmission. Let us explain the reasonability of
this setting. The idea that the D2D UEs exchange data by
reusing the cellular resources is quite similar to the concept
of the secondary user (SU) introduced in cognitive ratio (CR)
networks [5]. This is one possible reason why a lot of studies
have prioritized cellular UEs over D2D UEs, and imposed
some constraints on D2D communications. However, there are
some essential differences between D2D and CR. In particular,

the D2D connection utilizes licensed spectrum bands and is
supervised by a central entity (e.g., the cellular BS), whereas
in CR the SU is not controlled by the primary user (PU)
networks. In brief, the involvement of the cellular network in
the control plane is the key difference between D2D and CR
[2], [5], [25]. Since D2D communications are fully controlled
by the cellular network, to maximally utilize the performance
gains of D2D, it may be more reasonable to assume that
cellular UEs and D2D UEs have the same priority. A similar
idea has been mentioned in [4], [7], [19], but no details have
been provided on how to fulfill it.

B. Contributions and Organization

In this paper, we consider the D2D communication under-
laying multi-user MIMO networks. By jointly optimizing the
transmission mode and the associated transceiver for each UE
pair, we aim to maximize the network throughput. Departing
from most current studies, we formulate this problem from a
more general perspective. Specifically, we prioritize the cellu-
lar transmission and D2D transmission equally. They share the
same resources in both uplink and downlink. The status of each
UE pair (cellular or D2D) is not specified in advance, and all
the UE pairs are involved in mode selection. The transmission
mode of each UE pair can freely switch between cellular and
D2D, depending on its contribution to the total throughput and
its interference to other UE pairs. This setting endows more
flexibilities to D2D management, but yields a challenging NP-
hard problem [27]. As a compromise, we pursue some efficient
approximate solutions with manageable complexity.

Specifically, by performing the weighted minimum mean
square error (WMMSE) reformulation [28], [29], we develop
an algorithm which handles this problem by iteratively solving
a series of WMMSE problems. In particular, the WMMSE
problem in each iteration is only solved inexactly to simplify
the algorithm structure and accelerate the convergence. For this
reason, the algorithm is referred to as the iterative algorithm
based on inexact WMMSE (IA-IWMMSE). We show that IA-
IWMMSE is guaranteed to converge to a stationary solution.
Next, to facilitate the algorithm execution, we further fit the
WMMSE problem into the framework of alternating direction
method of multipliers (ADMM) [30], so that IA-IWMMSE can
be executed in a distributed manner. Finally, the problem can
be solved distributively and efficiently, with a simple closed-
form solution in each step.

The rest of this paper is organized as follows. The system
model and problem formulation are given in Section II. In
Section III, we propose IA-IWMMSE to solve the problem
and show its convergence. In Section IV, we next show how
to distributively solve the WMMSE problem in IA-WMMSE,
with the help of ADMM. Simulation results are provided in
Section V. Section VI concludes this paper.

Notations: Boldface capital and little letters denote matrices
and vectors, respectively. Italic letters denote scalars. For a giv-
en matrix X, we denote its transpose, Hermitian, and inverse
by XT , X†, and X−1, respectively. Similarly, we denote the
transpose and Hermitian of vector x by xT and x†. We use
‖ · ‖p to denote the lp-norm, p = 0, 1, 2. Little subscripts “m”
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TABLE I
SUMMARY OF THE VARIABLES USED IN THIS PAPER

U
pl

in
k

(U
L

)

GU
m Cellular UL channel between TX UEm and BS

FU
m,n D2D UL channel between TX UEn and RX UEm

vU
m UL TX beamformer of TX UEm

uU
d,m D2D UL RX beamformer of RX UEm for TX UEm

uU
c,m Cellular UL RX beamformer of BS for TX UEm

D
ow

nl
in

k
(D

L
)

GD
m Cellular DL channel between BS and RX UEm

FD
m,n D2D DL channel between TX UEn and RX UEm

vD
d,m D2D DL TX beamformer of TX UEm for RX UEm

vD
c,m Cellular DL TX beamformer of BS for RX UEm

uD
d,m D2D DL RX beamformer of RX UEm for TX UEm

uD
c,m Cellular DL RX beamformer of RX UEm for BS

and “n” denote the UE index; little subscripts “c” and “d”
denote cellular mode and D2D mode; capital superscripts “U”
and “D” denote uplink and downlink. For instance, xU

d,m is
some vector variable associated with UE m in the uplink D2D
transmission, while xD

c,n is some vector variable associated
with UE n in the downlink cellular transmission.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

As shown in Fig. 1, we consider a network that consists of
one BS and a setM = {1, 2, · · · ,M} of UE pairs, where each
UE pair includes a transmitter UE (TX UE) and a receiver UE
(RX UE). The BS is equipped with Nb antennas, while each
UE with Nu antennas. By employing the frequency division
duplexing (FDD) strategy, each UE pair can communicate
either in cellular mode or in D2D mode. In cellular mode, the
BS adopts the decode-and-forward strategy to transmit data
from one TX UE to its intended RX UE through orthogonal
uplink and downlink frequency bands. In D2D mode, one
TX UE sends data to its intended RX UE directly by reusing
the cellular resources in both uplink and downlink. We assume
the interfering broadcast channel (IBC) model [28], i.e., each
transmitter generates interference to all the other receivers.

The channel and transceiver variables used in uplink and
downlink are summarized in Table I. Without loss of general-
ity, let us assume in Fig.1 that the mth UE pair (the transmitter
and receiver are denoted as TX UEm and RX UEm) selects
the D2D mode, while the nth UE pair (the transmitter and
receiver are denoted as TX UEn and RX UEn) selects the
cellular mode. Therefore, the system depicted in Fig. 1 works
as follows.

The uplink transmissions are shown in Fig. 1(a). In the up-
link band, TX UEm sends data to RX UEm directly through
the uplink D2D channel FU

m,m ∈ CNu×Nu , using the TX
beamformer vU

m ∈ CNu×1, while TX UEn sends data to BS
via the uplink cellular channel GU

n ∈ CNb×Nu , using the TX
beamformer vU

n ∈ CNu×1. Then, RX UEm decodes the data
from TX UEm, using the RX beamformer uU

d,m ∈ CNu×1,
while BS decodes the data from TX UEn, using the RX
beamformer uU

c,n ∈ CNb×1.
The downlink transmissions are shown in Fig. 1(b). In the

downlink band, TX UEm sends data to RX UEm directly

n

m m

m n

m

Cellular UE pair

D2D UE pair

BS

n

m

c n

d m

TX_UEn RX_UEn

TX_UEm
RX_UEm

Trans. channel

Interfer. channel

Cellular UE pair

D2D UE pair

BS

TX_UEn RX_UEn

TX_UEm
RX_UEm

Trans. channel

Interfer. channel

n

m m

m

c n

c n

d m

n m

d m

Fig. 1. D2D communications underlaying multi-user MIMO cellular net-
works. The solid lines denote the intended transmit channels, and the dashed
lines denote the interfering channels.

through the downlink D2D channel FD
m,m ∈ CNu×Nu , using

the TX beamformer vD
d,m ∈ CNu×1, while BS forwards the

data from TX UEn (decoded in uplink) to RX UEn via the
downlink cellular channel GD

n ∈ CNu×Nb , using the TX
beamformer vD

c,n ∈ CNb×1. Then, RX UEm decodes the data
from TX UEm, using the RX beamformer uD

d,m ∈ CNu×1,
while RX UEn decodes the data from BS, using the RX
beamformer uD

c,n ∈ CNu×1.
Compared with many current schemes, our setting endows

more flexibilities to the D2D management, thereby making it
possible to fully utilize the network resources and maximize
the system throughput. On the other hand, this flexible setting
also introduces extra interferences, and then complicates the
network management. To achieve the potential benefits of this
flexible setting, we should appropriately select the transmis-
sion mode for each UE pair and carefully design the associated
transceivers to mitigate the interference.

B. Problem Statement

We first define the D2D set D and the cellular set D⊥, with
D∩D⊥ = ∅ and D∪D⊥ =M. If UE pair m works in D2D
mode, we have m ∈ D and uU

c,m = 0,vD
c,m = 0,uD

c,m = 0;
otherwise, we have m ∈ D⊥ and uU

d,m = 0, vD
d,m = 0,

uD
d,m = 0. Next, we formulate the signal-to-interference-plus-

noise-ratio (SINR) and rate terms of each UE pair. As shown
in Fig. 1, the uplink D2D transmission between TX UEm and
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RX UEm via channel FU
m,m is interfered by all the other

TX UEn via channel FU
m,n, ∀ n ∈ M, n 6= m, while the

downlink D2D transmission between TX UEm and RX UEm
via channel FD

m,m is interfered by all the other D2D transmitter
TX UEn via FD

m,n, ∀ n ∈ D, n 6= m, and by the BS via
channel GD

m. Thus, in D2D mode, the uplink and downlink
SINRs of UE pair m are computed as

SINRU
d,m =

|(uU
d,m)†FU

m,mvU
m|2

σ2‖uU
d,m‖22+

∑
n∈M
n6=m
|(uU

d,m)†FU
m,nv

U
n |2

, (1a)

SINRD
d,m =

|(uD
d,m)†FD

m,mvD
d,m|2σ2‖uD

d,m‖22+
∑

n∈D⊥ |(uD
d,m)†GD

mvD
c,n|2

+
∑

n∈D
n6=m
|(uD

d,m)†FD
m,nv

D
d,n|2


, (1b)

where σ2 is the noise power. Let BU and BD denote the uplink
bandwidth and the downlink bandwidth, respectively. Then,
the total rate of UE pair m in D2D mode can be expressed as

Rd,m = BU log(1 + SINRU
d,m) +BD log(1 + SINRD

d,m). (2)

Similarly, in cellular mode, the uplink and downlink SINRs
of UE pair m are computed as

SINRU
c,m =

|(uU
c,m)†GU

mvU
m|2

σ2‖uU
c,m‖22+

∑
n∈M
n6=m
|(uU

c,m)†GU
nvU

n |2
, (3a)

SINRD
c,m =

|(uD
c,m)†GD

mvD
c,m|2σ2‖uD

c,m‖22+
∑

n∈D⊥
n6=m

|(uD
c,m)†GD

mvD
c,n|2

+
∑

n∈D|(uD
c,m)†FD

m,nv
D
d,n|2


. (3b)

The rate of UE pair m in cellular mode is actually determined
by the smaller one of the uplink rate and the downlink rate,
i.e.,

Rc,m = min{BU log(1 + SINRU
c,m), BD log(1 + SINRD

c,m)}.
(4)

Therefore, the sum-rate maximization problem based on joint
mode selection and transceiver design is formulated as

(PA) : max
{D,D⊥,V,U}

∑
m∈D

Rd,m +
∑
m∈D⊥

Rc,m

s.t.
∑
m∈M

‖vD
c,m‖22 ≤ PB , (5a)

‖vU
m‖22 ≤ pUm, ‖vD

d,m‖22 ≤ pDm, ∀m ∈M, (5b)

D ∩D⊥ = ∅, D ∪D⊥ =M, (5c)

where V and U denote {vU
m,v

D
d,m,v

D
c,m}m∈M and {uU

d,m,

uU
c,m,u

D
d,m,u

D
c,m}m∈M, respectively; pUm and pDm are the

transmit power budgets of TX UEm in uplink and downlink,
∀m ∈M; PB is the BS power budget.

C. Problem Reformulation

In this subsection, we reformulate (PA) to avoid optimizing
D and D⊥ directly. First, we give some more general forms
of the downlink SINRs in D2D and cellular modes. Replacing
n ∈ D and n ∈ D⊥ in (1b) and (3b) simply by n ∈ M, we

get

SINR
D

d,m =
|(uD

d,m)†FD
m,mvD

d,m|2σ2‖uD
d,m‖22+

∑
n∈M|(uD

d,m)†GD
mvD

c,n|2
+

∑
n∈M
n6=m
|(uD

d,m)†FD
m,nv

D
d,n|2


, (6a)

SINR
D

c,m =
|(uD

c,m)†GD
mvD

c,m|2σ2‖uD
c,m‖22+

∑
n∈M
n6=m
|(uD

c,m)†GD
mvD

c,n|2

+
∑

n∈M|(uD
c,m)†FD

m,nv
D
d,n|2

 . (6b)

The rates of UE pair m in D2D and cellular modes can then
be computed as

R̄d,m = BU log(1 + SINRU
d,m) +BD log(1 + SINR

D

d,m),
(7a)

R̄c,m = min{BU log(1 + SINRU
c,m), BD log(1 + SINR

D

c,m)}.
(7b)

Second, in our original formulation, the mode selection strat-
egy is exclusive; i.e., the communication within a UE pair
should be established either through BS or via D2D link.
To achieve this, we further introduce the binary vector d =
[d1, d2, · · · , dM ] to indicate the transmission mode of each UE
pair. If dm = 1, UE pair m works in D2D mode; if dm = 0,
UE pair m works in cellular mode. Then, the total achievable
rate of UE pair m is computed as

Rm = dmR̄d,m + (1− dm)R̄c,m. (8)

Proposition 1: (PA) can be equivalently reformulated as the
following problem (PB),

(PB) : max
{V,U,d}

∑
m∈M

Rm

s.t. (5a) and (5b) satisfied,
dm ∈ {0, 1}, ∀m ∈M. (9)

Proof: See Appendix A for the details of proof. �
It has been well known that the sum-rate maximization

problem in multi-user MIMO-IBC networks is NP-hard [27].
Compared with the conventional sum-rate maximization prob-
lem, (PB) is obviously more challenging. This motivates us to
seek some approximate solutions with manageable complexity.

III. ITERATIVE ALGORITHM BASED ON INEXACT
WMMSE

A. Brief Review of WMMSE

The WMMSE approach [28], [29] transforms the sum-rate
maximization problem to a weighted mean square error (MSE)
minimization problem, and the two problems are equivalent in
the sense that they have the same global optimal solutions.

We consider an MIMO-IBC network consisting of M pairs
of UEs, where each UE pair contains one TX UE and one
RX UE. Denote Hn,m as the channel between TX UEm and
RX UEn. Let vm and um denote the TX beamformer of
TX UEm and the RX beamformer of RX UEm, respectively.
We can express the SINR and rate of RX UEm asSINRm =

|u†mHm,mvm|2

σ2‖um‖22+
∑

n6=m |u
†
mHm,nvn|2

,

Rm = log(1 + SINRm)
(10)
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Utilizing the well-known relation between SINR and MSE,
we have max{um}(1 + SINRm) = max{um} e

−1
m , where em

is the MSE at RX UEm, which is given by

em = |1− u†mHm,mvm|2 +
∑
n6=m

|u†mHm,nvn|2 + σ2‖um‖22.

(11)
Note that log(em) = min{wm>0} wmem − log(wm) + 1, then
the following sum-rate maximization problem (PC) and the
weighted sum-MSE minimization problem (PD) are equiva-
lent

(PC) : max
{vm,um}

∑
m

Rm

s.t. ‖vm‖22 ≤ Pm, ∀ m,

(PD) : min
{vm,um,wm}

∑
m

[wmem − log(wm) + 1]

s.t. ‖vm‖22 ≤ Pm, ∀ m,

where wm is the weight of em, and Pm is the transmit power
budget of TX UEm.

The weighted sum-MSE minimization problem (PD) can be
solved by the block coordinate descent (BCD) technique which
updates {vm}Mm=1 {um}Mm=1 and {wm}Mm=1 alternately, i.e.,

vm =

(∑M

n=1
wnH†n,munu†nHn,m + ζmI

)−1
H†m,mumwm,

(12a)

um =

(∑M

n=1
Hm,nvnv†nH†m,n + σ2I

)−1
Hm,mvm,

(12b)

wm =
(
1− u†mHm,mvm

)−1
, (12c)

where ζm ≥ 0 is the Lagrangian multiplier associated with
‖vm‖22 ≤ Pm, and should be chosen carefully such that the
Karush-Kuhn-Tucker (KKT) complementarity conditions [31]
are satisfied; um is the MMSE receiver such that the MSE,
i.e., em defined in (11), can be minimized; wm is updated by
the reciprocal of the minimum em.

According to Theorem 3 in [28], the WMMSE algorithm1

iteratively computes a stationary point of (PC) by repeating
the steps in (12).

B. Problem Approximation

In this subsection, we formulate an efficient approximation
of (PB) for which the WMMSE approach is applicable.

To this end, we first relax the binary indicator dm ∈ {0, 1}
by 0 ≤ dm ≤ 1. After that, we deal with the product terms in
Rm = dmR̄d,m + (1 − dm)R̄c,m. Specifically, we introduce
some auxiliary variables {sUd,m, sDd,m, sc,m}m∈M, and bound
them by dmBU log(1 + SINRU

d,m) ≥ (sUd,m)2, dmBD log(1 +

1There are key differences between (PB) and the conventional sum-rate
maximization problem (PC). First, we consider the underlay D2D commu-
nication scenario which involves both D2D uplink/downlink transmissions
and cellular uplink/downlink transmissions, while (PC) only considers the
cellular downlink transmission. Second, the objective of (PB) adopts a more
complicated form involving the product terms of dmR̄c,m and dmR̄d,m.
Therefore, the WMMSE algorithm cannot be directly applied to solve (PB).

SINR
D

d,m) ≥ (sDd,m)2, (1−dm)BU log(1+SINRU
c,m) ≥ s2c,m,

and (1 − dm)BD log(1 + SINR
D

c,m) ≥ s2c,m, m ∈ M. Then,
the term of Rm can be replaced by (sUd,m)2 + (sDd,m)2 + s2c,m
in the objective of (PB). Considering that the “quadratic-over-
linear” function h(ω, ν) , ω2

ν is convex as ν > 0 [31], we
can recast %ν ≥ ω2 as a convex constraint % ≥ ω2

ν for ν > 0.
Following this idea, we get an approximation of (PB) as

(PE) : max
{V,U,d,s}

∑
m∈M

(sUd,m)2 + (sDd,m)2 + s2c,m

s.t. (5a) and (5b) satisfied,
0 ≤ dm ≤ 1, ∀m ∈M, (13a)

BU log(1 + SINRU
d,m) ≥ (sUd,m)2

dm+ε , ∀m ∈M, (13b)

BD log(1 + SINR
D

d,m) ≥ (sDd,m)2

dm+ε , ∀m ∈M, (13c)

min

{
BU log(1 + SINRU

c,m),

BD log(1 + SINR
D

c,m)

}
≥ s2c,m

1−dm+ε ,

∀m ∈M, (13d)

where s denotes {sUd,m, sDd,m, sc,m}m∈M, and ε is a small
positive number introduced to avoid the numerical problems
of zero denominator.

We further apply the WMMSE reformulation to handle the
log(·) terms in (13b) – (13d), thereby generating (PF). From
Theorem 1 in [28] and Lemma 3 in [29], (PE) and (PF)
are equivalent in the sense that they have the same optimal
solutions. Specifically, (PF) is expressed as

(PF) : min
{V,U,W,d,s}

−
∑
m∈M

(sUd,m)2 + (sDd,m)2 + s2c,m

s.t. (5a), (5b) and (13a) satisfied,

log(wU
d,m)− wU

d,me
U
d,m(VU,uU

d,m) + 1 ≥ (sUd,m)2

BU(dm+ε) ,

∀m ∈M, (14a)

log(wD
d,m)− wD

d,me
D
d,m(VD,uD

d,m) + 1 ≥ (sDd,m)2

BD(dm+ε) ,

∀m ∈M, (14b)

log(wU
c,m)− wU

c,me
U
c,m(VU,uU

c,m) + 1 ≥ s2c,m
BU(1−dm+ε) ,

∀m ∈M, (14c)

log(wD
c,m)− wD

c,me
D
c,m(VD,uD

c,m) + 1 ≥ s2c,m
BD(1−dm+ε) ,

∀m ∈M, (14d)

where W is the collection of weighting factors {wU
d,m, w

U
c,m,

wD
d,m, w

D
c,m}m∈M; VU and VD denote the uplink TX

beamformers {vU
m}m∈M and the downlink TX beamformers

{vD
d,m,v

D
c,m}m∈M; eUd,m(VU,uU

d,m) and eDd,m(VD,uD
d,m) are

the uplink and downlink D2D MSE values of UE pair m;
eUc,m(VU,uU

c,m) and eDc,m(VD,uD
c,m) are the uplink and down-

link cellular MSE values of UE pair m. Similar as (11), these
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MSE values are defined in (15),

eUd,m(VU,uU
d,m) = σ2‖uU

d,m‖22 + |1− (uU
d,m)†FU

m,mvU
m|2

+
∑
n∈M
n6=m

|(uU
d,m)†FU

m,nvU
n |2, (15a)

eDd,m(VD,uD
d,m) = σ2‖uD

d,m‖22 + |1− (uD
d,m)†FD

m,mvD
d,m|2

+
∑
n∈M
n6=m

|(uD
d,m)†FD

m,nvD
d,n|2 +

∑
n∈M

|(uD
d,m)†GD

mvD
c,n|2,

(15b)

eUc,m(VU,uU
c,m) = σ2‖uU

c,m‖22 + |1− (uU
c,m)†GU

mvU
m|2

+
∑
n∈M
n6=m

|(uU
c,m)†GU

nvU
n |2, (15c)

eDc,m(VD,uD
c,m) = σ2‖uD

c,m‖22 + |1− (uD
c,m)†GD

mvD
c,m|2

+
∑
n∈M

|(uD
c,m)†FD

m,nvD
d,n|2 +

∑
n∈M
n6=m

|(uD
c,m)†GD

mvD
c,n|2.

(15d)

C. Iterative Algorithm Based on Inexact WMMSE

Due to its non-convex objective, we handle (PF) by iter-
atively solving its sequential convex approximations (SCA)
based on the idea of difference-of-convex (DC) programming
[32]. Specifically, in each iteration, we perform the first-order
approximation to [(sUd,m)2 + (sDd,m)2 + s2c,m], and then solve
the resultant problem

(PG) : min
{V,U,W,d,s}

−2
∑
m∈M

ŝUd,ms
U
d,m + ŝDd,ms

D
d,m + ŝc,msc,m

s.t. (5a), (5b), (13a) and (14a)− (14d) satisfied,

with ŝUd,m, ŝDd,m and ŝc,m being the iterates of sUd,m, sDd,m and
sc,m in the previous iteration.

Following the WMMSE framework of (12), we divide the
variables {V,U,W,d, s} of (PG) into three blocks, i.e., {V,
d, s}, U, and W, and then apply the BCD method to solve
it iteratively. First, fixing U and W, we solve the following
convex problem to update {V,d, s},

(PH) : min
{V,d,s}

−2
∑
m∈M

ŝUd,ms
U
d,m + ŝDd,ms

D
d,m + ŝc,msc,m

s.t. (5a), (5b), (13a), and (14a)− (14d) satisfied.

Problem (PH) is convex can be optimally solved by CVX [33].
Define the mapping function Ω(U,W; ŝ), where ŝ denotes
{ŝUd,m, ŝDd,m, ŝc,m}m∈M, such that every element in the range
of the map is an optimal solution to (PH). Then, the update
of {V,d, s} can be simply written as

{V,d, s} ∈ Ω(U,W; ŝ). (16)

Next, fixing {V,d, s} and W, we update U by solving the
following problem,

(PI) : min
U
− 2

∑
m∈M

ŝUd,ms
U
d,m + ŝDd,ms

D
d,m + ŝc,msc,m

s.t. (14a)− (14d) satisfied.

In this subproblem, U only appears in the MSE terms in (14),
i.e., {eUd,m, eDd,m, eUc,m, eDc,m}m∈M. Since we consider a sum-
rate maximization problem here, U is selected to minimize the
MSE terms so that the rates of the UE pairs can be maximally
improved in this step. In addition, updating U as the optimal
MMSE receiver also maximizes the right-hand side of (14),
thereby maximally enlarging the searching space of {V,d, s}
in the next iteration. This helps improve the system throughput
quickly. Therefore, the optimal solution of U is given by

uU
d,m =

[∑
n∈M

FU
m,nvU

n (vU
n )†(FU

m,n)† + σ2I

]−1
FU
m,mvU

m

(17a)

uU
c,m =

[∑
n∈M

GU
nvU

n (vU
n )†(GU

n )† + σ2I

]−1
GU
mvU

m (17b)

uD
d,m =

[∑
n∈M

[
FD

m,nv
D
d,n(v

D
d,n)

†(FD
m,n)

†

+GD
mvD

c,n(v
D
c,n)

†(GD
m)†

]
+ σ2I

]−1
FD
m,mvD

d,m

(17c)

uD
c,m =

[∑
n∈M

[
FD

m,nv
D
d,n(v

D
d,n)

†(FD
m,n)

†

+GD
mvD

c,n(v
D
c,n)

†(GD
m)†

]
+ σ2I

]−1
GD
mvD

c,m.

(17d)

For the sake of brevity, we simplify the formulas of updating
U as

U = Γ(V). (18)

Lastly, fixing {V,d, s} and U, we update W by solving the
following problem,

(PJ) : min
W

− 2
∑
m∈M

ŝUd,ms
U
d,m + ŝDd,ms

D
d,m + ŝc,msc,m

s.t. (14a)− (14d) satisfied.

Similarly, W is chosen to maximize the right-hand side of
(14), which is actually the reciprocal of the minimum MSE,
i.e.,

wU
d,m =

[
1− (uU

d,m)†FD
m,mvU

m

]−1
(19a)

wU
c,m =

[
1− (uU

c,m)†GU
mvU

m

]−1
(19b)

wD
d,m =

[
1− (uD

d,m)†FD
m,mvD

d,m

]−1
(19c)

wD
c,m =

[
1− (uD

c,m)†GD
mvD

c,m

]−1
(19d)

where uU
d,m,u

U
c,m,u

D
d,m and uD

c,m are computed as in (17).
Again, for the sake of brevity, we simplify the formulas of
updating W as

W = Υ(V,U). (20)

By repeating the steps of (16), (18) and (20), the WMMSE
algorithm iteratively solves (PG) with some given ŝ. Then, we
update ŝ = s, and repeat the above WMMSE loop. Finally, a
two-layer (including the outer DC programming layer and the
inner WMMSE layer) algorithm was developed to iteratively
solve (PF) or the equivalent (PE) with stationary convergence
guarantee, which is referred to as the iterative algorithm based
on exact WMMSE (IA-EWMMSE) in this paper, since the
update of ŝ is based on the exact solution of the inner WMMSE
problem (PG). We summarize IA-EWMMSE in Table II
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TABLE II
SUMMARY OF IA-EWMMSE

1. Initialize {U,W, ŝ};
2. Repeat (outer DC programming layer)
3. Repeat (inner WMMSE layer)
4. {V,d, s} ∈ Ω(U,W; ŝ);
5. U = Γ(V);
6. W = Υ(V,U);
7. Until some stopping criterion is satisfied;
8. ŝ = s;
9. Until some stopping criterion is satisfied;

TABLE III
SUMMARY OF IA-IWMMSE

1. Initialize {U,W, ŝ};
2. Repeat
3. {V,d, s} ∈ Ω(U,W; ŝ);
4. U = Γ(V);
5. W = Υ(V,U);
6. ŝ = s;
7. Until some stopping criterion is satisfied;

(more details can be found in our previous conference paper
[1]), where the stopping criterion is satisfied as the difference
between the iterates of two adjacent iterations falls below some
predefined threshold (same for Tables III and IV).

However, it may be difficult to implement IA-EWMMSE in
practice due to the complicated two-layer loops. To simplify
the algorithm structure, it is natural to consider designing some
algorithm, which updates ŝ based on the inexact solution of
(PG) while with convergence guarantee. Motivated by this
idea, we propose an algorithm referred to as the iterative
algorithm based on inexact WMMSE (IA-IWMMSE). The
main steps of IA-IWMMSE are summarized in Table III,
where (16), (18), and (20) are executed only once in each
iteration to update ŝ. Interestingly, although ŝ is updated in
an inexact manner, we still have the following convergence
result, i.e., Proposition 2, for IA-IWMMSE2. As shown later
in the simulation results of Fig. 4, in addition to having the
simpler single-layer structure, IA-IWMMSE accelerates the
convergence, and thereby has lower total complexity than IA-
EWMMSE.

Proposition 2: Every accumulation point of the iterates
generated by IA-IWMMSE in Table III is a stationary solution
of (PE).

Proof: See Appendix B for the details of proof. �
Before closing this section, we summarize our methodology

for problem (PA). First, to avoid optimizing the set vari-
ables D and D⊥ directly, we introduce the binary indicators
{dm}m∈M, and obtain the equivalent problem (PB). Then, we
relax the binary indicators and approximate (PB) by (PE).
Since (PE) is still NP-hard, we next perform the WMMSE
reformulation to get (PF), which is equivalent to (PE) in the
sense that they have the same optimal solutions. However, the
non-convex objective of (PF) prevents us from applying the

2After IA-IWMMSE converges, we quantize {dm}m∈M to binary values
to identify the cellular UEs and the D2D UEs. Then, we optimize the
transceivers by solving two independent (i.e., uplink and downlink) sum-rate
problems with known transmission modes. Since these problems have been
intensively studied [28], we omit the details due to the space limitation.

TABLE IV
SUMMARY OF THE INTRODUCED AUXILIARY VARIABLES

Variable Name Description

TU
d (m)

TU
d (m) = VU;

TU
d (m) = {tUd,n(m)}n∈M,

VU = {vU
n}n∈M.

TU
c (m)

TU
c (m) = VU;

TU
c (m) = {tUc,n(m)}n∈M,

VU = {vU
n}n∈M.

TD
d (m)

TD
d (m) = VD;

TD
d (m) = {tDd;d,n(m), tDd;c,n(m)}n∈M,

VD = {vD
d,n,v

D
c,n}n∈M.

TD
c (m)

TD
c (m) = VD;

TD
c (m) = {tDc;d,n(m), tDc;c,n(m)}n∈M,

VD = {vD
d,n,v

D
c,n}n∈M.

xU
d,m, x

U
c,m, x

D
d,m, x

D
c,m BUxU

d,m = yUd,m, BUxU
c,m = yc,m,

yUd,m, y
D
d,m, yc,m BDxD

d,m = yDd,m, BDxD
c,m = yc,m.

zUd,m, z
D
d,m, zc,m

zUd,m = dm + ε, zDd,m = dm + ε,

zc,m = 1− dm + ε.

WMMSE algorithm. To tackle this, we iteratively solve its
sequential convex approximations, i.e., (PG), by performing
the first-order approximation. In each iteration, we further
use BCD to divide (PG) into three convex subproblems, i.e.,
(PH), (PI), and (PJ). Finally, we get a stationary solution of
(PF), which is also a stationary solution of (PE). In summary,
the original problem (PA) is challenging to solve, and even
its approximation (PE) is still NP-hard. As a compromise,
we pursue a stationary solution of (PE) with manageable
complexity.

IV. DISTRIBUTED ADMM ALGORITHM FOR (PH)

Except for updating {V,d, s}, IA-IWMMSE can be exe-
cuted distributively. Unfortunately, updating {V,d, s} in the
centralized way, e.g., by the interior-point (IP) method [31],
requires a per-iteration complexity of O(M3(Nu + Nd)

3),
which dominates the total computational cost. Obviously, a
fully distributed algorithm is preferred in this circumstance,
which may compute {vU

m,v
D
d,m,v

D
c,m}m∈M, {dm}m∈M and

{sUd,m, sDd,m, sc,m}m∈M independently. To this end, we further
recast (PH) so that it fits into the ADMM framework [30], and
then devise a distributed algorithm to solve it, with a simple
closed-form solution in each step.

A. ADMM Reformulation of (PH)

To decouple the variables in (PH), we first introduce three
groups of auxiliary variables, which are summarized in Table
IV.

1) We introduce M copies of the TX beamformers, i.e.,
{TU

d (m),TU
c (m),TD

d (m),TD
c (m)}m∈M, where TU

d (m) =
TU
c (m) = VU, and TD

d (m) = TD
c (m) = VD, ∀m ∈ M.

Then, we replace the VU in (14a) and (14c) by TU
d (m) and

TU
c (m), respectively, to decouple the 2M uplink constraints

of VU. Similarly, we replace the VD in (14b) and (14d)
by TD

d (m) and TD
c (m), respectively, to decouple the 2M

downlink constraints of VD.
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2) We introduce two series of variables: {xUd,m, xUc,m, xDd,m,
xDc,m}m∈M and {yUd,m, yDd,m, yc,m}m∈M, where BUxUd,m =

yUd,m, BUxUc,m = yc,m, BDxDd,m = yDd,m, and BDxDc,m = yc,m,
∀m ∈M.

3) We also introduce a series of indicators: {zUd,m, zDd,m,
zc,m}m∈M, where zUd,m = dm+ε, zDd,m = dm+ε, and zc,m =
1− dm + ε, ∀m ∈M.

Inserting these variables into (PH), we equivalently recast
it as

(PK) : min
{V,d,s,T,x,y,z}

−2
∑
m∈M

(
ŝUd,ms

U
d,m + ŝDd,ms

D
d,m

+ ŝc,msc,m

)
s.t. (5a), (5b) and (13a) satisfied,

log(wU
d,m)− wU

d,me
U
d,m(TU

d (m),uU
d,m) + 1 ≥ xUd,m,
∀m ∈M, (21a)

log(wD
d,m)− wD

d,me
D
d,m(TD

d (m),uD
d,m) + 1 ≥ xDd,m,
∀m ∈M, (21b)

log(wU
c,m)− wU

c,me
U
c,m(TU

c (m),uU
c,m) + 1 ≥ xUc,m,
∀m ∈M, (21c)

log(wD
c,m)− wD

c,me
D
c,m(TD

c (m),uD
c,m) + 1 ≥ xDc,m,
∀m ∈M, (21d)

yUd,m ≥
(sUd,m)2

zUd,m
, yDd,m ≥

(sDd,m)2

zDd,m
, yc,m ≥

s2c,m
zc,m

,

∀m ∈M, (21e)

zUd,m ≥ ε, zDd,m ≥ ε, zc,m ≥ ε, ∀m ∈M, (21f)

BUxUd,m = yUd,m, B
DxDd,m = yDd,m, ∀m ∈M, (21g)

BUxUc,m = yc,m, B
DxDc,m = yc,m, ∀m ∈M, (21h)

zUd,m = dm + ε, zDd,m = dm + ε, zc,m = 1− dm + ε,

∀m ∈M, (21i)

tUd,n(m) = vU
n , tUc,n(m) = vU

n , ∀m,n ∈M, (21j)

tDd;d,n(m) = tDc;d,n(m) = vD
d,n, ∀m,n ∈M, (21k)

tDc;d,n(m) = tDc;c,n(m) = vD
c,n, ∀m,n ∈M. (21l)

The partial augmented Lagrangian function [30] of (PK)
is defined as (22) at the top of next page, where c > 0 is the
penalty parameter; Φ,ψ, and θ are the associated Lagrangian
multipliers. Dividing the variables {V,d, s,T,x,y, z} into
two blocks of {V, s,y, z} and {T,d,x}, we perform the two-
block ADMM framework shown in Table V to iteratively solve
(PK), with global convergence guarantee [30].

Remark 1: In ADMM framework, (PK) is divided into two
simple subproblems of {V, s,y, z} and {T,d,x}. Moreover,
due to their separable structures, these two subproblems can
be further separated into smaller problems. More interestingly,
all these smaller problems have closed-form solutions. Finally,
(PK), or the equivalent (PH), can be solved distributively and
efficiently. We will elaborate more on this in the following
subsections.

B. Update {V, s,y, z}
The problem of {V, s,y, z} is totally separable among vU

m,
vD
d,m, {sUd,m, yUd,m, zUd,m}, {sDd,m, yDd,m, zDd,m}, {sc,m, yc,m,

TABLE V
TWO-BLOCK ADMM FRAMEWORK FOR (PK)

1. Repeat
2. Update {V, s,y, z} with other variables fixed:

{V, s,y, z} = argmin{V,s,y,z} Lc(·)
s.t. (5a), (5b), (21e) and (21f),

3. Update {T,d,x} with other variables fixed:
{T,d,x} = argmin{T,d,x} Lc(·)

s.t. (13a) and (21a) – (21d),
4. Update Lagrangian variables {Φ,ψ,θ} [30],
5. Until some stopping criterion is satisfied

zc,m} for m ∈M, and {vD
c,m}m∈M. Therefore, we can update

the (5M + 1) subproblems independently and in parallel.
1) Update vU

m, vD
d,m, and {vD

c,m}m∈M: The problem of
vU
m is expressed as

(PL) : min
vU
m

c

2

∑
n∈M

(
‖vU

m − tUd,m(n)− 1
cφ

U
d,m(n)‖22

+ ‖vU
m − tUc,m(n)− 1

cφ
U
c,m(n)‖22

)
s.t. ‖vU

m‖22 ≤ pUm, (23)

which is solved as
vU
m =

∑
n∈M[φU

d,m(n)+φU
c,m(n)+c(tUd,m(n)+tUc,m(n))]
2(cM+αU

m)

αU
m =

[
‖∑n∈M[φU

d,m(n)+φU
c,m(n)+c(tUd,m(n)+tUc,m(n))]‖

2

2
√
pUm

− cM
]+

(24)
where αU

m is the Lagrangian multiplier for ‖vU
m‖22 ≤ pUm, and

[·]+ = max{0, ·}.
The problems of vD

d,m and {vD
c,m}m∈M can be similarly

solved. We omit the details for brevity.
2) Update {sUd,m, yUd,m, zUd,m}, {sDd,m, yDd,m, zDd,m}, and

{sc,m, yc,m, zc,m}: The problem related to {sUd,m, yUd,m, zUd,m}
is expressed as

(PM) : min
{sUd,m,y

U
d,m,z

U
d,m}


c
2 (yUd,m −BUxUd,m − 1

cψ
U
d,m)2

+ c
2 (zUd,m − dm − ε+ 1

cθ
U
d,m)2

− 2ŝUd,ms
U
d,m


s.t. yUd,m ≥

(sUd,m)2

zUd,m
, zUd,m ≥ ε. (25)

Exploring the first-order optimality conditions, we obtain
sUd,m =

ŝUd,mz
U
d,m

βU
d,m

,

yUd,m =
cBUxU

d,m+ψU
d,m+βU

d,m

c ,

zUd,m = max
{[
dm + ε+

(ŝUd,m)2

cβU
d,m

− θUd,m
c

]
, ε
}
,

(26)

where βU
d,m ≥ 0 is the Lagrangian multiplier of yUd,m ≥

(sUd,m)2

zUd,m
, and should be chosen properly such that the Karush-

Kuhn-Tucker (KKT) complementarity conditions [31] are sat-
isfied. Specifically, we define β∗d,m ,

(ŝUd,m)2

θUd,m−cdm
. If β∗d,m ≥ 0

and yUd,m ≤
(sUd,m)2

zUd,m
|βU

d,m=β∗d,m
, we solve the cubic equation

cBUxU
d,m+ψU

d,m+βU
d,m

c =
(ŝUd,m)2ε

(βU
d,m)2

(27)
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Lc (V,d, s,T,x,y, z,Φ,ψ,θ) = −2
∑
m∈M

(
ŝUd,ms

U
d,m + ŝDd,ms

D
d,m + ŝc,msc,m

)
+
∑
m∈M

∑
n∈M

Re
[
(φU

d,n(m))†(tUd,n(m)− vU
n ) + (φU

c,n(m))†(tUc,n(m)− vU
n )
]

+ c
2

[
‖tUd,n(m)− vU

n ‖22 + ‖tUc,n(m)− vU
n ‖22

]


+
∑
m∈M

∑
n∈M

Re
[
(φD

d;d,n(m))†(tDd;d,n(m)− vD
d,n) + (φD

d;c,n(m))†(tDd;c,n(m)− vD
c,n)
]

+ c
2

[
‖tDd;d,n(m)− vD

d,n‖22 + ‖tDd;c,n(m)− vD
c,n‖22

]


+
∑
m∈M

∑
n∈M

Re
[
(φD

c;d,n(m))†(tDc;d,n(m)− vD
d,n) + (φD

c;c,n(m))†(tDc;c,n(m)− vD
c,n)
]

+ c
2

[
‖tDc;d,n(m)− vD

d,n‖22 + ‖tDc;c,n(m)− vD
c,n‖22

]
 (22)

+
∑
m∈M

{
ψU
d,m

(
BUxUd,m − yUd,m

)
+ ψD

d,m

(
BDxDd,m − yDd,m

)
+ c

2

[(
BUxUd,m − yUd,m

)2
+
(
BDxDd,m − yDd,m

)2]}
+
∑
m∈M

{
ψU
c,m

(
BUxUc,m − yc,m

)
+ ψD

c,m

(
BDxDc,m − yc,m

)
+ c

2

[
(BUxUc,m − yc,m

)2
+
(
BDxDc,m − yc,m)2

]}
+
∑
m∈M

{
θUd,m(zUd,m − dm − ε) + θDd,m(zDd,m − dm − ε) + θc,m(zc,m − 1 + dm − ε)

+ c
2

[
(zUd,m − dm − ε)2 + (zDd,m − dm − ε)2 + (zc,m − 1 + dm − ε)2

]}

to find the optimal βU
d,m; otherwise, we solve the following

quartic equation

cBUxU
d,m+ψU

d,m+βU
d,m

c =
(ŝUd,m)2

(βU
d,m)2

·
[
dm + ε+

(ŝUd,m)2

cβU
d,m

− θUd,m
c

]
(28)

to get the optimal βU
d,m. Since both cubic and quartic equations

can be solved analytically, the closed-form solution to βU
d,m is

achievable.
The problems of {sDd,m, yDd,m, zDd,m} and {sc,m, yc,m, zc,m}

can be solved similarly. We omit the details for brevity.

C. Update {T,d,x}
It can be easily observed that updating {T,d,x} is com-

pletely separable among {TU
d (m), xUd,m}, {TD

d (m), xDd,m},
{TU

c (m), xUc,m}, {TD
c (m), xDc,m} and {dm}, ∀m ∈M. Then,

we update the 5M subproblems independently and in parallel.
1) Update {TU

d (m), xUd,m}, {TD
d (m), xDd,m}, {TU

c (m), xUc,m},
and {TD

c (m), xDc,m}: The problem related to {TU
d (m), xUd,m}

is expressed as

(PN) : min
{TU

d (m),xU
d,m}

c

2


∑
n∈M

‖tUd,n(m)− vU
n + 1

cφ
U
d,n(m)‖22

+
(
BUxUd,m − yUd,m − 1

cψ
U
d,m

)2


s.t log(wU
d,m)− wU

d,me
U
d,m(TU

d (m),uU
d,m) + 1 ≥ xUd,m.

(29)

It is solved as

tUd,m(m) = [2δUd,mw
U
d,m(FU

m,m)†uU
d,m(uU

d,m)†FU
m,m + cI]−1

× [cvU
m − φ

U
d,m(m) + 2δUd,mw

U
d,m(FU

m,m)†uU
d,m]

tUd,n(m) = [2δUd,mw
U
d,m(FU

m,n)†uU
d,m(uU

d,m)†FU
m,n + cI]−1

× [cvU
n − φ

U
d,n(m)], ∀n 6= m

xUd,m =
cBUyUd,m+BUψU

d,m−δ
U
d,m

c(BU)2

(30)

where δUd,m ≥ 0 is the associated Lagrangian multiplier and
should be properly chosen such that the KKT complementarity
conditions are satisfied. That is, if (29) holds for δUd,m = 0, we
have δUd,m = 0; otherwise, we choose some δUd,m > 0 such that
(29) holds for equality, which can be easily done by bisection
search.

Similarly, the problems of {TD
d (m), xDd,m}, {TU

c (m), xUc,m}
and {TD

c (m), xDc,m} can be solved.
2) Update dm: The problem of dm is

(PO) : min
dm

[
(θc,m − θUd,m − θDd,m)dm + c

2 (dm + ε− zUd,m)2

+ c
2 [(dm + ε− zDd,m)2 + (dm − 1− ε+ zc,m)2]

]
s.t. 0 ≤ dm ≤ 1, (31)

which is solved as

dm =

[
c(zUd,m+zDd,m−zc,m+1−ε)−(θc,m−θUd,m−θ

D
d,m)

3c

]1
0

(32)

where [ · ]10 denotes the projection onto the range of [0, 1].
Since (PH) can be solved distributively, we obtain the fully

distributed IA-IWMMSE by updating {V,d, s} based on the
ADMM algorithm in Table V.

Remark 2: The complexity comparison of the ADMM algo-
rithm and the IP algorithm for (PH) is listed in Table VI. With
the problem dimension being M(Nu + Nb), the per-iteration
complexity of the IP algorithm is O(M3(Nu + Nb)

3). By
contrast, the complexity of the ADMM algorithm is dominated
by the update of {T,d,x}. As shown in (30), the per-iteration
complexity is O(max{M2N2

u ,M
2NuNb}) if we use the rank-

one update rule to compute the matrix inverse. Obviously, the
ADMM algorithm is more efficient.

V. NUMERICAL EXAMPLES

Consider a network consisting of one multi-antenna BS and
M = 10 pairs of multi-antenna UEs. The BS is located at the
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TABLE VI
COMPLEXITY COMPARISON OF ADMM ALGORITHM AND IP ALGORITHM

Per-Iteration Complexity
IP Algorithm O(M3(Nu + Nb)3)

ADMM Algorithm O(max{M2N2
u,M

2NuNb})

center of a hexagonal cell with the side length being d = 1 km,
and the UEs are randomly deployed in the cell. We assume
the Rayleigh channel with zero mean and variance L(200/r)3,
with r being the distance between transmitter and receiver,
and L being the shadowing effect satisfying 10 log10(L) ∼
N (0, 64). We assume that all TX UEs have same transmit
power budgets in uplink and downlink, i.e., pU1 = pU2 = · · · =
pUM , pD1 = pD2 = · · · = pDM . The background noise spectral
density is −174 dBm/Hz, and the noise power depends on
the bandwidth values, e.g., BU and BD. The parameter ε is
set as 10−6 in the following simulations.

We first show the convergence behaviour of the ADMM
algorithm for (PH). To this end, we solve (PH) by CVX
and then solve the equivalent (PK) by ADMM under the
same network configurations. The typical convergence traces
(starting from the same initial point) are shown in Fig. 2. It
is clear that the ADMM algorithm can converge to the CVX
solution, while the convergence behaviour is sensitive to the
value of c. In our simulation, the ADMM algorithm typically
converges in about 200 iterations with c = 10.

Next, we validate the efficiency advantage of the ADMM
algorithm against CVX (the IP algorithm) for (PH). In Fig.
3, we compare the CPU running times of the two approaches
at different UE pair numbers, which are obtained by running
the simulations on a computer with i5-3320M CPU and 8 GB
RAM. The results show that the ADMM algorithm has higher
efficiency regardless of the UE pair number M , owing to the
simple closed-form solutions in each step. We should mention
here that the results in Fig. 3 are not consistent with those
in Table VI. This can be explained as follows. In Table VI
we actually compare the per-iteration complexities of the two
algorithms, while in Fig. 3 we show the total CPU times they
need to solve (PH). The mismatch between them is mainly due
to the fact that the two algorithms require different numbers
of iterations to achieve the optimal solution of (PH).

In Fig. 4, we compare the convergence behaviours of IA-
IWMMSE and IA-EWMMSE. In IA-EWMMSE, we update
ŝ only after (PG) has been exactly solved (i.e., at the red
circles in Fig. 4). Notice that updating ŝ yields apparent
performance improvement, especially in the first few DC
programming iterations. Generally, IA-EWMMSE converges
after 250 WMMSE iterations. By contrast, we update ŝ in each
WMMSE iteration in IA-IWMMSE, and thereby the most of
performance improvement can be achieved in the first few
iterations. As a consequence, IA-IWMMSE is more efficient
and converges faster (typically in 100 WMMSE iterations). It
can also be observed in Fig. 4 that the performance of IA-
IWMMSE is better than that of IA-EWMMSE. This is due
to the fact that the two algorithms may converge to different
stationary solutions. Since (PF) is non-convex, it is difficult
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Fig. 2. Typical convergence traces of the ADMM algorithm for (PH), with
M = 10, Nb = 3, and Nu = 2.
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Fig. 3. CPU time comparison at different UE pair numbers M , with Nb = 3
and Nu = 2.

to achieve the global optimum. Both IA-EWMMSE and IA-
IWWMSE are only guaranteed to converge to a stationary
solution (local optimum) of (PF). The two algorithms have
the same computational steps, while the order of execution is
different (see Tables II and III). In consequence, they have
different convergence traces and finally reach different local
optimums. However, since the objective function of (PF)
depends on the random D2D and cellular channels, there is
no theoretical guarantee that one local optimum will be better
than the other. This is confirmed in Fig. 5, where we record
the sum rates and iteration numbers for convergence of the two
algorithms with 50 different channels. Interestingly, although
the two algorithms may behave differently in each simulation
trial, their average performances are close to each other. The
advantage of IA-IWMMSE against IA-EWMMSE mainly lies
in the simplified algorithm structure (see Table III) and the
accelerated convergence behaviour (see Figs. 4 and 5).

After that, we compare IA-IWMMSE with the following
approaches to show its advantages in sum-rate maximization.
(1) IA-EWMMSE. (2) All-cellular approach; i.e., all UE pairs
communicate through BS. (3) All-D2D approach; i.e., all
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UE pairs communicate via the D2D link. (4) Exhaustive
search approach, which compares the throughput results of all
possible transmission mode settings and select the best one.
This approach is computationally intolerable in practice, yet its
results can be used to show the gap between our approximate
solution and the optimum. (5) The approach in [18], which
considers the joint mode selection and transceiver design for
sum rate maximization in MIMO D2D networks, and solves it
by utilizing the method of SCA. Besides the solution approach,
our work differs from [18] mainly in that we employ an
exclusive (i.e., either cellular or D2D) mode selection strategy
for each UE pair, while [18] allows simultaneous cellular and
D2D transmission (i.e., it does not use dm when computing
the achievable rate of the mth UE pair, see Rm in (8)) to
further improve the network throughput, which, of course,
raises heavy operational burden and signaling cost in practice.
To avoid unfair comparison, as simultaneous cellular and D2D
transmission occurs for some UE pair in [18], we force it to
select the mode contributing more to the throughput.

In Fig. 6, we compare the sum rates of different approaches
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Fig. 6. Sum-rate comparison at different BS antenna numbers Nb, with M =
10, Nu = 2, BU = BD = 15 kHz, PB = 15 dBm, pUm = 0 dBm,
pDm = 0 dBm, ∀m.
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Fig. 7. Some details of IA-IWMMSE at different BS antenna numbers Nb,
with M = 10, Nu = 2, BU = BD = 15 kHz, PB = 15 dBm, pUm =
0 dBm, pDm = 0 dBm, ∀m.

at distinct BS antenna numbers Nb. Among these approaches,
the all-D2D approach works independently of the BS antenna
number, while the other approaches achieve higher throughput
as Nb increases, since more space diversity can be exploited.
The exhaustive search approach surely achieves the highest
sum rate by exploring all the mode selection possibilities.
By performing the system-level optimization on transmission
mode selection and transceiver design, IA-IWMMSE and IA-
EWMMSE achieve the sum rates close to that of the exhaus-
tive search approach and outperform the other approaches. The
performance gap between IA-IWMMSE and the exhaustive
search approach is mainly due to the relaxation of dm and
the first-order approximation in solving (PB). Although the
approach in [18] also jointly optimizes the transmission mode
and the associated transceivers for each UE pair, it is not de-
signed for the exclusive mode selection strategy. Consequently,
when required to select only one kind of transmission for each
UE pair, it suffers from performance degradation because the
mode selection may not be optimal. When all the UE pairs
communicate through BS, the network tends to be congested.
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Fig. 9. Some details of IA-IWMMSE at different BS power budgets PB ,
with M = 10, Nb = 10, Nu = 2, BU = BD = 15 kHz, pUm = −3 dBm,
pDm = −3 dBm, ∀m.

Therefore, the all-cellular approach has the worst performance
in the case of small Nb. When Nb increases, the congestion
will be alleviated, and hence it gradually outperforms the all-
D2D approach. In Fig. 7, we further show some details of
IA-IWMMSE. As Nb increases, the extra space diversity in
cellular transmission drives more UE pairs to select the cellular
mode. Then, the D2D UE pair number decreases and the traffic
through BS increases.

We compare the sum rates of these approaches at different
BS power budgets PB in Fig. 8, and show some details of IA-
IWMMSE in Fig. 9. In the case of very small BS power budget
(e.g., PB = −3 dBm), IA-IWMMSE suggests that all the UE
pairs should select the D2D mode. Therefore, IA-IWMMSE
and the all-D2D approach have the same performance. IA-
EWMMSE and the approach in [18] achieve similar perfor-
mance at this point, implying that they also select the D2D
mode for all UE pairs. The above approaches outperform the
all-cellular approach when PB is small. As PB increases, the
D2D UE pairs are more likely to select the cellular mode
for higher rate. As a consequence, the D2D UE pair number
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Fig. 10. Sum-rate comparison at different UE downlink power budgets pDm,
with M = 10, Nb = 5, Nu = 2, BU = BD = 15 kHz, PB = 15 dBm,
pUm = 0 dBm, ∀m.
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Fig. 11. Some details of IA-IWMMSE at different UE DL power budgets pDm,
with M = 10, Nb = 5, Nu = 2, BU = BD = 15 kHz, PB = 15 dBm,
pUm = 0 dBm, ∀m

decreases and the sum rate increases. The order of achievable
sum rate in this simulation is the same as that in Fig. 6 due to
the reason aforementioned. We emphasize that IA-IWMMSE
and IA-EWMMSE perform close to the exhaustive approach
and outperform the other approaches.

We compare the sum rates of these approaches at different
UE downlink power budgets pDm in Fig. 10. In this simulation,
the sum rate of the all-cellular approach is independent of
pDm, while the sum rates of other approaches increase with
pDm since they all involve D2D transmission. The descending
order of these approaches in terms of sum rate is the exhaustive
search approach, IA-IWMMSE (IA-EWMMSE), the approach
in [18], the all-D2D approach, and the all-cellular approach.
In Fig. 11, we show more details of IA-IWMMSE. In cellular
mode, the rate of one UE pair is determined actually by the
smaller one of uplink rate and downlink rate, while in D2D
mode the rate is the sum of them. Therefore, increasing the
UE downlink power budget improves the rates of D2D UE
pairs, thereby encouraging UE pairs to select the D2D mode.
In consequence, the D2D UE pair number and the sum rate
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Fig. 13. Some details of IA-IWMMSE at different UE antenna number Nu,
with M = 10, Nb = 5, BU = BD = 15 kHz, PB = 15 dBm, pUm =
0 dBm, pDm = 0 dBm, ∀m.

increase with pDm. The proportion of D2D rate in the sum rate
increases with pDm also.

We compare the sum rates of these approaches at different
UE antenna numbers Nu in Fig. 12, and show more details of
IA-IWMMSE in Fig. 13. As Nu increases, all the approaches
in comparison achieve higher sum rates. However, the per-
formance of the all-cellular approach grows far more slowly
compared with the other approaches, especially in the case
of large Nu. This is reasonable since when Nu is large, the
BS antenna number Nb becomes the bottleneck of throughput
improvement in cellular transmission, thus limiting the per-
formance of the all-cellular approach. By contrast, the D2D
transmission benefits from the extra space diversity introduced
by increasing Nu. Then, the other approaches can effectively
improve the network throughput by letting more UE pairs to
select the D2D mode. Again, among these approaches, IA-
IWMMSE achieves the performance close to that of exhaustive
search and outperforms the others. It can be observed that both
the number of D2D UE pairs and the traffic through D2D link
increase with Nu in IA-IWMMSE. Moreover, in the case of

Nu = 12, the evident advantage of D2D transmission in space
diversity drives all the UE pairs to communicate directly, and
hence the sum rate curves of all these approaches (except the
all-cellular approach) coincide.

VI. CONCLUSION

In this paper, we consider the joint mode selection and
transceiver design problem in underlay D2D multi-user MIMO
networks for sum rate maximization. Different from most
current studies, we assume that the cellular and D2D trans-
missions are equally prioritized, and each UE pair can switch
between cellular mode and D2D mode freely. We develop
a low-complexity algorithm, based on inexact WMMSE, to
iteratively compute a stationary solution of the sum-rate max-
imization problem. To facilitate the algorithm’s implementa-
tion, we further apply the ADMM framework to decouple the
WMMSE problem. Finally, an efficient distributed algorithm
is devised, with a simple closed-form update in each step. The
efficacy and efficiency of the proposed algorithm have been
demonstrated by extensive numerical simulations.

APPENDIX A
PROOF OF PROPOSITION 1

Theoretically, (PA) and (PB) can be solved by the method
of exhaustive search; i.e., we compare the throughput results
of all possible transmission mode settings and select the best
one. Therefore, to establish the equivalence between (PA) and
(PB), it is sufficient to show that their resultant problems with
the same transmission mode setting are equivalent.

The key step in proof is to show that if UE pair m works
in D2D mode and UE pair n works in cellular mode, i.e.,
dm = 1 and dn = 0, then we have vD

c,m = 0 and vD
d,n = 0

at the optimal solution of the resultant problem of (PB). This
can be proven by contradiction.

Specifically, assume that UE pair m works in D2D mode,
and {V∗,U∗} is the optimal solution of the resultant problem
of (PB) with vD

c,m 6= 0. Then, we can get another feasible
solution of the problem by simply letting vD

c,m = 0, which is
denoted as {V̄∗,U∗}. From the downlink SINR expressions of
(6a) and (6b), we conclude that letting vD

c,m = 0 eliminates the
cellular interference from TX UEm to all the other downlink
transmissions, and then improves SINR

D

d,n,∀ n ∈ M, and
SINR

D

c,n,∀ n ∈ M, n 6= m. According to (7a) and (7b),
this produces increased R̄d,n,∀ n ∈ M, for the M D2D
transmissions, and non-decreased R̄c,n,∀ n ∈ M, n 6= m,
for the (M −1) cellular transmissions. In other words, among
the 2M rate terms of {R̄d,n, R̄c,n}n∈M, only R̄c,m decreases
to zero. Recall that UE pair m works in D2D mode, i.e.,
dm = 1, then from (8) we know that R̄c,m does not count
for the throughput. Hence, we claim that {V∗,U∗} is not
the optimal solution since {V̄∗,U∗} yields higher throughput.
There comes the contradiction. Similarly, we can show that if
UE pair n works in D2D mode, we have vD

d,n = 0 at the
optimal solution of the resultant problem of (PB).

In conclusion, for the same transmission mode setting, the
resultant problems of (PA) and (PB) are equivalent in the
sense that they have the same optimal solutions due to the
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same SINR and rate expressions. Based on this, we further
claim the equivalence between (PA) and (PB).

APPENDIX B
PROOF OF PROPOSITION 2

Using subscript k to denote the iteration index, we express
the updating rules in each iteration of IA-IWMMSE as

{V(k+1),d(k+1), s(k+1)} ∈ Ω(U(k),W(k); ŝ(k)), (33a)

U(k+1) = Γ(V(k+1)), (33b)

W(k+1) = Υ(V(k+1),U(k+1)), (33c)

ŝ(k+1) = s(k+1). (33d)

We next define the following two objective functions

Q(d, s,V; U,W) , −
∑
m∈M

(sUd,m)2 + (sDd,m)2 + s2c,m

(34a)

Q̂(d, s,V; U,W, ŝ) ,
∑
m∈M

 (ŝUd,m)2 + (ŝDd,m)2 + ŝ2c,m

− 2ŝUd,ms
U
d,m − 2ŝDd,ms

D
d,m

− 2ŝc,msc,m


(34b)

where Q̂(d, s,V; U,W, ŝ) is the first-order approximation of
Q(d, s,V; U,W) at s = ŝ; Q is the objective of (PF), and
Q̂ is a general form of the objective of (PG).

Since the WMMSE iterations produce monotonically de-
creasing objective values (even if only one WMMSE itera-
tion is executed), and the first-order Taylor expansion is a
global overestimate of any concave function, we claim that
IA-IWMMSE generates monotonically decreasing objective
sequence (see (36) and the following discussion). In addition,
due to the compactness of the feasible set of {V,d} and
the continuous mapping among V, U and W, the objective
sequence is lower bounded and thus converges.

We denote {V∗,d∗, s∗,U∗,W∗, ŝ∗} as a limit point of the
iterates generated by IA-IWMMSE, and Q∗ as the correspond-
ing objective value. Denote {V(kt),d(kt), s(kt),U(kt),W(kt),
ŝ(kt)}∞t=1 as a subsequence converging to this limit point. We
show that {V∗,d∗, s∗,U∗} is a stationary solution of (PE)
by the following two Lemmas.

Lemma 1: If {V∗,d∗, s∗,U∗,W∗, ŝ∗} is a limit point of
the iterates generated by IA-IWMMSE, then {V∗,d∗, s∗,U∗,
W∗} is a stationary solution of (PG) with ŝ replaced by ŝ∗.

proof: We establish this by showing that {V∗,d∗, s∗,U∗,
W∗} is a KKT point of (PG). To this end, we need to prove
that U∗ = Γ(V∗), W∗ = Υ(V∗,U∗), and {V∗,d∗, s∗} ∈
Ω(U∗,W∗; ŝ∗). According to the updating rules in each IA-
IWMMSE iteration, i.e., (33), we directly have U∗ = Γ(V∗),
W∗ = Υ(V∗,U∗), and ŝ∗ = s∗, i.e.,

lim
t→∞
{V(kt),d(kt), s(kt),U(kt),W(kt), ŝ(kt)}

= {V∗,d∗, s∗,U∗,W∗, ŝ∗}
= {V∗,d∗, s∗,Γ(V∗),Υ(V∗,U∗), s∗} . (35)

We next show that {V∗,d∗, s∗} ∈ Ω(U∗,W∗; ŝ∗). Basi-
cally, we have

Q̂
(
d, s,V; U(kt),W(kt), ŝ(kt)

)
(36)

≥ Q̂
(
d(kt+1), s(kt+1),V(kt+1); U(kt),W(kt), ŝ(kt)

)
≥ Q̂

(
d(kt+1), s(kt+1),V(kt+1); U(kt+1),W(kt+1), ŝ(kt)

)
≥ Q

(
d(kt+1), s(kt+1),V(kt+1); U(kt+1),W(kt+1)

)
= Q̂

(
d(kt+1), s(kt+1),V(kt+1); U(kt+1),W(kt+1), ŝ(kt+1)

)
.

where the first inequality is due to the fact that {V(kt+1),
d(kt+1), s(kt+1)} is the global optimal solution of (PH), which
minimizes Q̂(·) with respect to {V,d, s} at U = U(kt),
W = W(kt), and ŝ = ŝ(kt); similarly, the second inequality
comes from the fact that U(kt+1) and W(kt+1) are the optimal
solutions of the corresponding minimization problems with
respect to U and W, i.e., (PI) and (PJ), respectively; the third
inequality is because of that the first-order Taylor expansion is
a global overestimate of a concave function; the last equality
can be easily verfied in (34). Interestingly, by replacing the
first item by Q̂(d(kt), s(kt),V(kt); U(kt),W(kt), ŝ(kt)), (36)
also indicates that IA-IWMMSE generates monotonically de-
creasing objective sequence of (PG).

Taking the limits of both sides of (36) with respect to t, we
get3

Q̂ (d, s,V; U∗,W∗, ŝ∗) ≥ Q̂ (d∗, s∗,V∗; U∗,W∗, ŝ∗) ≥ Q∗,
(37)

which implies {V∗,d∗, s∗} ∈ Ω(U∗,W∗; ŝ∗), or equivalent-
ly, the KKT conditions of (PH) are satisfied at {V∗,d∗, s∗}
with U = U∗, W = W∗ and ŝ = ŝ∗.

For the sake of conciseness, we define the superscript A ∈
{U,D} and the subscript l ∈ {c, d} to simplify the notations.
For instance, hAl,m(dm, sm) with sm = {sUd,m, sDd,m, sc,m} may
denote the following four functions,

hUd,m(dm, sm) ,
(sUd,m)2

BU(dm+ε) , h
U
c,m(dm, sm) ,

s2c,m
BU(1−dm+ε) ,

hDd,m(dm, sm) ,
(sDd,m)2

BD(dm+ε) , h
D
c,m(dm, sm) ,

s2c,m
BD(1−dm+ε) .

The KKT conditions of (PH) at {V∗,d∗, s∗} with {U,W, ŝ}
= {U∗,W∗, ŝ∗} are expressed as (38) at the top of next
page, where ξAl,m, τm, κm, ν

U
m, ν

D
d,m and νDc are the associated

Lagrangian multipliers.
Due to the facts of U∗ = Γ(V∗) and W∗ = Υ(V∗,U∗),

we must have
wA,∗l,m∇uAl,m

eAl,m(VA,∗,uA,∗l,m ) = 0,

∀ A ∈ {U,D}, l ∈ {c, d}, m ∈M,

∇wAl,m [wA,∗l,m e
A
l,m(VA,∗,uA,∗l,m )− log(wA,∗l,m )] = 0,

∀ A ∈ {U,D}, l ∈ {c, d}, m ∈M.

(39)

To complete the proof, we perform a tactful reformulation. In
particular, we multiply the equations in (39) by the Lagrangian

3We remark that taking the limit inside the objective value Q̂(·) is
legitimate, as the objective function is continuous.
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∑
n∈M

∑
l∈{c,d}

ξUl,nw
U,∗
l,n ∇vU

m
eUl,n(VU,∗,uU,∗

l,n ) + 2νUmvU,∗
m = 0, ∀m ∈M,

∑
n∈M

∑
l∈{c,d}

ξDl,nw
D,∗
l,n ∇vD

d,m
eDl,n(VD,∗,uD,∗

l,n ) + 2νDd,mvD,∗
d,m = 0, ∀m ∈M,

∑
n∈M

∑
l∈{c,d}

ξDl,nw
D,∗
l,n ∇vD

c,m
eDl,n(VD,∗,uD,∗

l,n ) + 2νDc vD,∗
c,m = 0, ∀m ∈M,

∇χmQ̂(d∗, s∗,V∗; U∗,W∗, ŝ∗) +
∑

A∈{U,D}

∑
l∈{c,d}

ξAl,m∇χmh
A
l,m(d∗m, s

∗
m) + τm∇χmd

∗
m − κm∇χmd

∗
m = 0,

∀ χm ∈ {dm, sUd,m, sDd,m, sc,m}, m ∈M,

0 ≤ νUm ⊥ pUm − ‖vU,∗
m ‖22 ≥ 0, 0 ≤ νDd,m ⊥ pDm − ‖v

D,∗
d,m‖

2
2 ≥ 0, ∀ m ∈M,

0 ≤ τm ⊥ d∗m ≥ 0, 0 ≤ κm ⊥ 1− d∗m ≥ 0, 0 ≤ νDc ⊥ PB −
∑
m∈M

‖vD,∗
c,m‖22 ≥ 0,

0 ≤ ξAl,m ⊥ log(wA,∗l,m )− wA,∗l,m e
A
l,m(VA,∗,uA,∗l,m ) + 1− hAl,m(d∗m, s

∗
m) ≥ 0, ∀ A ∈ {U,D}, l ∈ {c, d}, m ∈M.

(38)

multipliers ξAl,m and then obtain
ξAl,mw

A,∗
l,m∇uAl,m

eAl,m(VA,∗,uA,∗l,m ) = 0,

∀ A ∈ {U,D}, l ∈ {c, d}, m ∈M,

ξAl,m∇wAl,m [wA,∗l,m e
A
l,m(VA,∗,uA,∗l,m )− log(wA,∗l,m )] = 0,

∀ A ∈ {U,D}, l ∈ {c, d}, m ∈M.
(40)

We can exactly get the KKT conditions of (PG) at {V∗,d∗,
s∗,U∗,W∗} by directly combining (38) and (40). Then, we
claim that {V∗,d∗, s∗,U∗,W∗} is a stationary solution of
(PG). �

Lemma 2: If {V∗,d∗, s∗,U∗,W∗} is a limit point of the
iterates generated by IA-IWMMSE, then it is a stationary
solution of (PF).

proof: According to the results of Lemma 1, we know that
{V∗,d∗, s∗,U∗,W∗} is a stationary solution of (PG), and
ŝ∗ = s∗. Based on the definitions of (34), we obtain

∇χm
Q(d∗, s∗,V∗; U∗,W∗)

= ∇χm
Q̂(d∗, s∗,V∗; U∗,W∗, ŝ∗ = s∗), (41)

∀ χm ∈ {dm, sUd,m, sDd,m, sc,m}, m ∈M.

Replacing ∇χm
Q̂(d∗, s∗,V∗; U∗,W∗, ŝ∗) by ∇χm

Q(d∗, s∗,
V∗; U∗,W∗), (38) and (40) still hold. Then, we get the KKT
conditions of (PF) at {V∗,d∗, s∗,U∗,W∗, ŝ∗}, indicating
that it is a stationary solution of (PF). �

Utilizing the properties of WMMSE reformulation (Theo-
rem {2, 3} in [28] and Proposition 1 in [29]), we conclude that
{V∗,d∗, s∗,U∗,W∗, ŝ∗} is also a stationary point of (PE).
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