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Abstract—This work proposes a dynamic precoding and power
allocation policy for mutually cooperative device-to-device (D2D)
transmitter-receiver pairs that underlay a cellular system in the
uplink. The cooperative transmission consists of two phases:
a data-sharing phase (i.e., phase 1) and a joint transmission
phase (i.e, phase2). Multicast precoders are used in phase1
and coordinated block-diagonalization precoders are considered
in phase 2. The precoders are jointly designed to maximize
the long-term utility of the D2D users subject to long-term
individual power and rate-gain constraints, and an instantaneous
interference constraint at the base-station. The long-term ob-
jective and constraints allow cooperating users to adapt their
resources more flexibly over time, but increases the complexity
of the design. By adopting the Lyapunov optimization framework
and by constructing virtual queues to record the temporal
evolution of the system states, the long-term utility maximization
problem can be decoupled into a series of short-termweighted-
rate-minus-energy-penalty (WRMEP) optimization problems that
can be solved efficiently. A low-complexity algorithm is further
proposed for solving the WRMEP problem when multicasting in
the data-sharing phase is performed by a spatially white input.
Theoretical performance guarantees and a bound on the virtual
queue backlogs are also derived.

I. I NTRODUCTION

Device-to-device (D2D) communication has been proposed
as a promising technique for improving the spectrum utiliza-
tion of next generation cellular systems [1], [2]. This is done
by allowing nearby devices to communicate directly with each
other without relaying information through the cellular base-
station (BS). As the number of user devices increases, the
amount of data that need to be offloaded to D2D transmissions
will inevitably increase and, thus, the system must be able to
accommodate a larger number of simultaneously active D2D
links. However, without cooperation among these D2D pairs,
the overall system performance will eventually be limited by
the interference that they cause to each other as well as to the
cellular system.

In the literature on D2D communications, interference
management [3], resource allocation [4], power control [5],
[6], and transmission mode selection [7], [8] methods were
proposed to reduce the interference in D2D underlaid cellular
systems. In [3]–[8], only one D2D pair was assumed to be
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active at a time or orthogonal resources were allocated to
difference D2D pairs, and, thus, the focus was on reducing the
interference between D2D and cellular transmissions. More
recently, in [9]–[11], cases with multiple transmitting D2D
pairs were examined with further consideration on the inter-
pair interference. Specifically, in [9] and [10], both the inter-
pair interference and the interference towards the cellular
transmission were considered by imposing a transmit power
constraint on the D2D transmitters; in [11], the issues of in-
terference and energy-awareness were analyzed for ultra-dense
D2D networks using a mean field game framework. However,
these works do not exploit the advantages of cooperation. With
cooperation, users will be able to better reduce interference
and increase spatial spectrum utilization and, thus, allow more
D2D pairs to be simultaneously active.

User cooperation was studied extensively in wireless com-
munications since the seminal works in [12]–[14]. Many
different scenarios were considered depending on the number
of sources, relays, and destinations, and also on whether or not
there exists dedicated relays (or sources temporarily acting as
relays to help forward the information of others) [15]. Most
of these works considered the use of a two-phase transmission
scheme, where the source(s) first transmits information to
the relay(s) in phase1, and then the relay(s) forwards the
information to the destination(s) in phase2. The works that are
most related to ours are those that consider multiple sources
and multiple destinations, such as those in [16]–[24]. In
[16]–[21], sources and destinations were served by dedicated
relays that do not have their own data to transmit and, thus,
allocate all of their resources to the forwarding of signals
from the sources to the destinations. In this case, the relays
can form a distributed antenna array and adopt distributed
beamforming or space-time coding schemes to exploit the
available spatial degrees of freedom. Moreover, in [22]–[24],
sources were instead mutually cooperative and took turns
acting temporarily as relays for one another. No dedicated
relays were assumed to exist in these works. Space-time
coding was adopted in these works to exploit the cooperative
diversity gains. Furthermore, in the context of D2D networks,
studies on user cooperation were examined more recently in
[25]–[29], where interference against the cellular system was
further taken into consideration. However, all of the above
cooperative transmission schemes assume instantaneous (or
short-term) power constraints, which limits the adaptability
of the system over time, and do not consider fairness or
performance guarantees among sources.
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The main objective of this work is to propose a cooperative
transmission scheme for D2D users that not only takes into
consideration short-term interference temperature constraints
at the BS, but also long-term power constraints and cooperative
performance guarantees. Cooperation allows multiple D2D
pairs to transmit simultaneously in the uplink frame of the
cellular system without causing significant interference to each
other as well as to the BS. Here, we adopt a two-phase co-
operative transmission scheme that consists of adata-sharing
transmissionin phase1 and acooperative joint transmissionin
phase2. Specifically, in phase1, D2D transmitters (DTs) take
turns broadcasting their data to other DTs using physical layer
multicasting techniques. In phase2, the DTs cooperatively
transmit their data to their respective D2D receivers (DR)
using coordinated multi-user precoding. Here, we assume
that the DTs are located close to each other (e.g., within a
certain hot spot [29]–[32]) so that the data-sharing in phase
1 can be done efficiently, and adopt the coordinated block-
diagonalization (BD) precoding scheme [33]–[35] in phase2
to ensure that inter-pair interference is eliminated.

The proposed cooperative D2D transmission scheme is
formulated as a long-term precoder design problem, where
the objective is to maximize the long-term utility subject to
long-term individual power and rate-gain constraints as well
as instantaneous constraints on the interference power at BS.
This is different from most works in the literature that consider
only short-term constraints on the power and the target rate.
Long-term constraints allow cooperative users to allocate their
resources more flexibly over time and among users. That is,
some users may be favored over other users at a certain time,
but not at others. In particular, the long-term individual power
constraint is used to limit the transmit power of each device;
the long-term rate-gain constraint is used to ensure that each
D2D pair achieves a larger rate through cooperation; and the
short-term interference constraint limits the interference that
the D2D transmission may cause on the cellular system. By
adopting the Lyapunov optimization framework [36]–[43], we
are able to decouple the long-term design problem into a series
of short-term subproblems, one for each time slot. To do so, we
construct virtual data, rate-gain, and energy queues to record
the system states and to enable separate optimization in each
time slot based on these states. The effectiveness of the Lya-
punov optimization framework [36], [37] in solving various
issues in wireless networks was demonstrated in studies on,
e.g., energy efficiency [38]–[40], downlink scheduling [41],
and energy management in energy harvesting devices [42],
[43]. In particular, given the queue states and the channel state
information (CSI) of each time slot, we propose the maximum-
weighted-rate-minus-energy-penalty (Max-WRMEP) policy to
determine the BD cooperative precoders in each time slot.
A low-complexity implementation is then proposed for the
case where spatially white input is used for the multicasting
in phase1. Theoretical performance guarantees and a bound
on the virtual queue backlogs are also derived. Our main
contributions can be summarized as follows:

• the modelling of long-term optimization problems for
cooperative networks, which provides better flexibility for

resource-sharing over time and among users;
• the decoupling of the long-term optimization problem

into practical short-term subproblems that can be solved
efficiently;

• the proposition of a low-complexity scheme that utilizes
spatially white input in phase1.

The remainder of this paper is organized as follows. In
Section II, we introduce the system model and the problem for-
mulation. In Section III, we propose the Max-WRMEP policy
that converts the long-term optimization problem into a series
of short-term subproblems that depend only on the queue and
channel states at that time. A low-complexity alternative is
then proposed in Section IV. Finally, we provide numerical
simulations in Section V to demonstrate the effectiveness of
the proposed scheme, and conclude in Section VI.

II. SYSTEM MODEL

Let us consider a cooperative D2D network that consists of
K multi-antenna D2D transmitter and receiver pairs, denoted
by the index setK = {1, 2, . . . ,K}, as illustrated in Fig.
1. The transmitter and the receiver of thek-th D2D pair
is denoted by DTk and DR k, respectively. The number
of transmit and receive antennas at each DT and DR are
Nt and Nr, respectively.1 Moreover, we assume that there
exists a concurrent uplink transmission between a cellular user
(CU) and the BS. The D2D and cellular transmissions are
simultaneously active and, thus, may cause interference to each
other. The number of CU and BS antennas areNc andNb,
respectively.

Let us consider a time-slotted system with slot duration
normalized to1. The transmission in each time slot is divided
into two phases: adata-sharingphase (i.e., phase1) and a
joint transmissionphase (i.e., phase2). In phase1, the trans-
mitters take turns broadcasting their information to all other
transmitters and, in phase2, the transmitters together form a
distributed antenna array to cooperatively transmit their data to
the respective DRs. The portion of time allocated to each user
in phase1 is η1 and that allocated to the joint transmission in
phase2 is η2. Hence, we haveKη1+η2 = 1. Here, we assume
that all D2D pairs participate in the cooperative transmission
in each time slot. In particular, to ensure that cooperation is
advantageous, we assume that the DTs are located close to
each other, forming a cluster within a certain hot spot, so
that data-sharing in phase1 can be done efficiently. Similar
settings have also been considered in [29]–[32]. The problem
of determining who can or should join the cooperation (i.e.,
issues of admission control and partner selection) can both
be studied on top of our proposed cooperative transmission
scheme, but are beyond the scope of this paper.

A. Two Phase Cooperation and Constraints

Specifically, in phase1 of time slot t, DT k transmits the
signal

x
(1)
k [t] = W

(1)
k [t]s

(1)
k [t] (1)

1The number of transmit and receive antennas need not be the same for all
D2D pairs, but is assumed to be the same here for ease of exposition.
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(a) Direct D2D transmissions.
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à

(b) Cooperative D2D transmissions.

Fig. 1. Illustration of D2D networks without and with cooperation.

to all other DTs for data sharing, wheres(1)k [t] ∈ CNt×1

is the information-bearing signal andW(1)
k [t] ∈ CNt×Nt is

the multicast precoding matrix. We assume that the Gaus-
sian codebook is used for transmission [13], [35], [41], and
thus, the entries ofs(1)k [t] are independent and identically
distributed (i.i.d.) Gaussian with zero mean and unit variance,
i.e.,s(1)k [t] ∼ CN (0, INt

).2 The received signal at DTℓ during
the multicast transmission by DTk, for k 6= ℓ, is

y
(1)
k,ℓ [t] = Gk,ℓ[t]W

(1)
k [t]s

(1)
k [t] +Gc,ℓ[t]x

(1)
c [t] + n

(1)
ℓ [t], (2)

where x
(1)
c [t] ∼ CN (0,Qc[t]) is the signal transmit-

ted by CU during phase1, Gk,ℓ[t] ∈ CNt×Nt is the
channel matrix between DTk and DT ℓ, Gc,ℓ[t] ∈
CNt×Nc is the channel matrix between CU and DTℓ, and
n
(1)
ℓ [t] ∼ CN (0, σ2

nINt
) is the additive white Gaussian

noise (AWGN). The interference plus noise covariance ma-
trix at DT ℓ is Gc,ℓ[t]Qc[t]G

H
c,ℓ[t] + σ2

nINt

3. By choosing

the noise whitening matrix asΥ(1)
ℓ [t] ∈ C

Nt×Nt such that
((Υ

(1)
ℓ [t])HΥ

(1)
ℓ [t])−1 = Gc,ℓ[t]Qc[t]G

H
c,ℓ[t]+σ2

nINt
[44], the

equivalent received signal at DTℓ after noise-whitening is

ỹ
(1)
k,ℓ [t] = Υ

(1)
ℓ [t]y

(1)
k,ℓ [t] = G̃k,ℓ[t]W

(1)
k [t]s

(1)
k [t] + ñ

(1)
ℓ [t],

2The Shannon capacity formulae in (3) and (9) are based on the use of
the Gaussian codebook. The code rates achievable under this assumption can
serve as an upper bound to that of practical systems where finite alphabet
codebooks are often adopted.

3To compute the noise whitening matrix, it is necessary for DTℓ to
obtain knowledge of the channel matrix between itself and CU (and, thus,
the interference plus noise covariance matrix). This channel matrix can be
estimated by having DTℓ overhear the pilot signal emitted by CU during its
transmission to the BS. The noise whitening matrix at DRk can be computed
similarly.

whereG̃k,ℓ[t] , Υ
(1)
ℓ [t]Gk,ℓ[t] is the effective channel matrix

andñ(1)
ℓ [t] , Υ

(1)
ℓ [t](Gc,ℓ[t]x

(1)
c [t]+n

(1)
ℓ [t])∼ CN (0, INt

) is
the effective noise. Therefore, to ensure that all other DTs can
successfully decode in phase1, the transmission rateRk[t] of
DT k must satisfy

Rk[t] ≤ min
ℓ 6=k

η1 log2

∣

∣

∣
INt

+ G̃k,ℓ[t]Q
(1)
k [t]G̃H

k,ℓ[t]
∣

∣

∣
, (3)

whereQ(1)
k [t] , W

(1)
k [t](W

(1)
k [t])H is the input covariance

matrix of DT k in phase1.
In phase2, DTs transmit cooperatively to their respective

DRs using joint multiuser transmit precoding. Lets
(2)
k [t] ∈

CM×1 be the data signal intended for DRk, where M
is the number of transmitted data streams due to spatial
multiplexing, and letW(2)

ℓ,k[t] ∈ C
Nt×M be the precoding

matrix employed by DTℓ to transmits(2)k [t]. By collecting the
precoding matrices from all DTs into a joint precoding matrix
W

(2)
k [t] = [W

(2)
1,k[t]

H , . . . ,W
(2)
K,k[t]

H ]H , ∀k, and by letting
Hk[t] = [H1,k[t], . . . ,HK,k[t]], whereHℓ,k[t] ∈ CNr×Nt is
the channel matrix between DTℓ and DRk, the received signal
at DR k can be written as

y
(2)
k [t] =Hk[t]W

(2)
k [t]s

(2)
k [t] +

∑

ℓ 6=k

Hk[t]W
(2)
ℓ [t]s

(2)
ℓ [t]

+Hc,k[t]x
(2)
c [t] + n

(2)
k [t], (4)

whereHc,k[t] ∈ CNr×Nc is the channel matrix between CU
and DR k, x(2)

c [t] ∼ CN (0,Qc[t]) is the signal transmitted
by CU during phase2, andn

(2)
k [t] ∼ CN (0, σ2

nINr
) is the

AWGN. Similarly, by choosing the noise whitening matrix
as Υ

(2)
k [t] ∈ CNr×Nr such that ((Υ(2)

k [t])HΥ
(2)
k [t])−1 =

Hc,k[t]Qc[t]H
H
c,k[t] + σ2

nINr
, the equivalent received signal

at DR k after noise-whitening is

ỹ
(2)
k [t]

=Υ
(2)
k [t]y

(2)
k [t] (5)

=H̃k[t]W
(2)
k [t]s

(2)
k [t]+

∑

ℓ 6=k

H̃k[t]W
(2)
ℓ [t]s

(2)
ℓ [t]+ñ

(2)
k [t] (6)

where H̃k[t] , Υ
(2)
k [t]Hk[t] is the effective channel matrix

and ñ
(2)
k [t] , Υ

(2)
k [t](Hc,k[t]x

(2)
c [t] + n

(2)
k [t])∼ CN (0, INr

)
is the effective noise. We assume throughout this work that
all channel gains are bounded.

To eliminate interference among D2D pairs, we adopt the
block diagonalization (BD) precoding technique [34], [35],
where the precoding matricesW(2)

k [t], for k = 1, . . . ,K, are
chosen such that

H̃ℓ[t]W
(2)
k [t] = 0, ∀ℓ 6= k. (7)

By letting Q
(2)
k [t] , W

(2)
k [t](W

(2)
k [t])H be theKNt ×KNt

joint covariance matrix for the signal intended for DRk, the
constraint in (7) can be written equivalently as

H̃ℓ[t]Q
(2)
k [t]H̃H

ℓ [t] = 0, ∀ℓ 6= k. (8)

Notice that it is necessary to haveNt ≥ Nr in order
for the above condition to hold. To ensure that the joint
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transmission from the DTs to DRk in phase2 is successful,
the transmission rateRk[t] must also satisfy

Rk[t] ≤ η2 log2

∣

∣

∣
INr

+ H̃k[t]Q
(2)
k [t]H̃H

k [t]
∣

∣

∣
. (9)

Consequently, by (3) and (9), the transmission rateRk[t] of
the k-th D2D pair in time-slott must satisfy

Rk[t] ≤ min
{

min
ℓ 6=k

η1 log2

∣

∣

∣
INt

+ G̃k,ℓ[t]Q
(1)
k [t]G̃H

k,ℓ[t]
∣

∣

∣
,

η2 log2

∣

∣

∣
INr

+ H̃k[t]Q
(2)
k [t]H̃H

k [t]
∣

∣

∣

}

. (10)

Furthermore, to limit the interference that each D2D trans-
mission may cause on the cellular system, we further impose
an instantaneousinterference temperature (IT)constraint on
the expected interference power from each D2D pair. By as-
suming that the DTs know only the expected channel statistics
towards BS, the IT constraints are given by [45]

E
[

η1tr(Gk,b[t]Q
(1)
k [t]GH

k,b[t]) + η2tr(Gb[t]Q
(2)
k [t]GH

b [t])
]

= η1tr(CGk,b
Q

(1)
k [t]) + η2tr(CGb

Q
(2)
k [t]) ≤ ITk, (11)

for all k, whereGk,b[t] ∈ CNb×Nt is the channel matrix
between DTk and the BS,Gb[t] , [G1,b[t], . . . , GK,b[t]],
and CGk,b

, E[GH
k,b[t]Gk,b[t]] and CGb

, E[GH
b [t]Gb[t]]

are the channel covariance matrices known at the DTs. Here,
we assume thatCGk,b

andCGb
are full rank, which occurs

whenNb ≥ KNt and the channel coefficients are independent
with positive variances. In this case, the IT constraint in (11)
imposes a constraint on the maximum transmission rate in each
phase. A feasible BD cooperative precoding scheme for the
k-th D2D pair refers to{Q(1)

k [t],Q
(2)
k [t], Rk[t]} that satisfies

Q
(1)
k [t] � 0, Q

(2)
k [t] � 0, Rk[t] ≥ 0 as well as (8), (10),

and (11). Let us denote the set of all feasible BD cooperative
precoding scheme for thek-th D2D pair by Γ(H[t], ITk),
whereH[t] is the set of all channel states at timet.

It is worthwhile to note that cooperation may not always be
advantageous since additional overhead is required for DTs
to share their own data with other DTs in phase1. This
holds for almost all cooperative transmission schemes [12]–
[15] even in the two-user case. However, without cooperation,
each D2D pair is allocated only1/K portion of time for direct
transmission between the corresponding DT and DR. Hence,
cooperation can be beneficial if the DTs are sufficiently close
to each other such thatη1 (i.e., the data-sharing overhead)
can be made small, in which case,η2 = 1 − Kη1 (i.e.,
the portion of time used to jointly serve all DRs in the
cooperative case) can be greater than1/K. In this work,
we assume that the issues of admission control and partner
selection have already been resolved, and focus on the design
of cooperative transmission schemes that can fully exploit
the available cooperative advantages. Here, we assume that
perfect CSI is available at all nodes for precoding and receiver
processing, but later examine the impact of CSI acquisition and
channel estimation imperfections through simulations.

B. Problem Formulation

When cooperation is employed to improve the overall
system performance, D2D pairs expend their resources to

aid the transmission of others (as well as serve their own
transmissions). Hence, it is often difficult to ensure that all
D2D pairs gain instantaneously in each time slot due to
cooperation (as compared to transmitting non-cooperatively
by themselves). Here, we instead determine a BD-based trans-
mission policy (i.e., a sequence of BD cooperative precoding
schemes{Q(1)

k [t],Q
(2)
k [t], Rk[t], ∀k}∞t=1 over time) that max-

imizes the long-term utility subject to long-term individual
power and rate-gain constraints at all D2D pairs. In our
case, the cooperative advantages are ensured in the long-term
instead of in each time slot, which provides more flexibility in
the resource allocation. These constraints are detailed in the
following.

• Long-Term Individual Power Constraint: The long-term
individual power constraint for DTk is given by

P̄k , lim
T→∞

1

T

T
∑

t=1

E[Pk[t]] ≤ Pk,avg, (12)

where

Pk[t] , η1tr(Q
(1)
k [t]) + η2

K
∑

ℓ=1

tr(ΘkQ
(2)
ℓ [t]) (13)

is the transmit power of DTk in time slot t, andΘk is
a KNt × KNt diagonal matrix with{Θk}j,j = 1, for
j = Nt(k−1)+1, . . . , Ntk, and{Θk}j,j = 0, otherwise.
Different from conventional per-time-slot power con-
straints, long-term individual power constraints provide
DTs with more flexibility to distribute their power over
time (e.g., allocate more power to time slots with more
favorable channel conditions and vice versa). Since the
slot duration is normalized to1, the transmission power
coincides with the energy consumption in each time slot.

• Long-Term Rate-Gain Constraint: Long-term rate-gain
constraints ensure that all D2D pairs eventually achieve
larger rates through cooperation. In particular, for the case
without cooperation, we assume that each D2D pair is
allocated1/K of the total slot duration for transmission.
In this case, an achievable rate for thek-th D2D pair in
the non-cooperative case is given by

1

K
log2

∣

∣

∣
INr

+ H̃k,k[t]Q
nc
k [t]H̃H

k,k[t]
∣

∣

∣
(14)

where Qnc
k [t] is the input covariance matrix at

DT k, Υnc
k [t] ∈ C

Nr×Nr is chosen such that
((Υnc

k [t])HΥnc
k [t])−1=Hc,k[t]Qc[t]H

H
c,k[t]+σ2

nINr
, and

H̃k,k[t],Υnc
k [t]Hk,k[t]. Then, the maximum achievable

rate for thek-th D2D pair in the non-cooperative case is
given by

Rnc
k [t], max

Qnc
k

[t]∈Qnc

1

K
log2

∣

∣

∣
INr

+H̃k,k[t]Q
nc
k [t]H̃H

k,k[t]
∣

∣

∣
,

(15)

where the maximization is performed over the set of
precoding matrices satisfying both power and IT con-
straints, i.e.,Qnc , {Qnc

k [t] : tr(Qnc
k [t])/K ≤

P̄k, tr(CGk,b
Qnc

k [t])/K ≤ ITk}. Note that (15) is convex
and, thus, can be solved efficiently using general purpose
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solvers, e.g. CVX [46]. Hence, the long-term rate-gain
constraint for thek-th D2D pair is given by

R̄k , lim
T→∞

1

T

T
∑

t=1

E[Rk[t]]

≥ lim
T→∞

1

T

T
∑

t=1

E[Rnc
k [t]] , R̄nc

k . (16)

Let Ω(R̄) be the long-term utility, whereΩ(·) is a concave,
continuous, and entry-wise non-decreasing function andR̄ ,

[R̄1, . . . , R̄K ] is the vector of long-term average transmission
rates of the D2D pairs. For example, the utility functionΩ(·)
can be defined asΩ(R̄) =

∑K
k=1 log R̄k for proportional

fairness optimization or asΩ(R̄) =
∑K

k=1 R̄k for sum rate
maximization. Then, the problem is formulated as

max
Q

(1)
k

[t],Q
(2)
k

[t],Rk[t],∀k,t

Ω(R̄) (17a)

subject to {Q(1)
k [t],Q

(2)
k [t], Rk[t]} ∈ Γ(H[t], ITk), (17b)

P̄k ≤ Pk,avg, ∀k, (17c)

R̄k ≥ R̄nc
k , ∀k, t. (17d)

Let us denote the optimal objective value of this problem
as ωopt, i.e., ωopt , Ω(R̄∗) with R̄∗ being the solution to
(17). This problem is difficult to solve in practice since it
generally requires noncausal CSI. However, a near-optimal
policy can be obtained by adopting dynamic control and
Lyapunov optimization techniques [36], [37] as we show
in the following sections. It is worthwhile to note that the
CSI between DTs and DRs, and also that between all D2D
users and the active uplink CU are required to compute the
precoders. This can be done by having DTs and DRs estimate
the channel matrices locally using pilot signals emitted by
DTs and CU, and forward their local estimates to the node
performing the computation. This node can be either BS (in
the centralized case [5]–[8]) or DTs themselves. More efficient
feedback mechanisms, e.g., [47]–[49], can also be developed
to reduce the overhead in practice. In this work, we assume
that perfect CSI is available at all nodes, and examine the
gains that can be achieved under this ideal scenario. The
impact of the CSI acquisition overhead and channel estimation
imperfections will be further evaluated through simulations in
Section V.

Remark 1. It is worthwhile to note that the optimization
problem in (17) may not always be feasible due to the rate-
gain and IT constraints. To ensure that these constraints can
be satisfied, the DTs should be sufficiently close to each other
such that the overhead required for data-sharing is tolerable
and should be sufficiently far from BS so that the transmit
power is not overly constrained by the IT constraint. These
issues are related to studies of admission control [50], [51]
and partner selection [52], [53], which are beyond the scope
of this article.

III. D YNAMIC BD-BASED TRANSMISSION POLICY FOR

COOPERATIVE D2D PAIRS

In this section, we solve the problem in (17) using the
Lyapunov optimization approach [36], [37]. This approach

leads to a solution in which the choice of the precoding
scheme in each time slot, e.g.,{Q(1)

k [t],Q
(2)
k [t], Rk[t]} for

all k at time t, depends only on its current CSI and system
states (and not on those of other time slots). The resulting
optimization problem in each time slot can also be decoupled
into K subproblems that can be solved in parallel at the DTs.
The solution that is obtained, albeit suboptimal in general, can
be made arbitrarily close toωopt with an appropriate choice of
parameters. In particular, this is done by constructing virtual
data, rate-gain, and energy queues to record the system state,
and by showing the equivalence between the stability of these
queues and the feasibility of the long-term constraints.

Specifically, to adopt the Lyapunov optimization technique,
we introduce auxiliary variablesAk[t], for all k and t, and
modify the problem in (17) as

max
Q

(1)
k

[t],Q
(2)
k

[t],Rk[t],Ak[t],∀k,t

Ω(A) (18a)

subject to (17b), (17c), (17d), (18b)

R̄k ≥ Āk, ∀k, (18c)

0 ≤ Ak[t] ≤ Ak,max, ∀k, t, (18d)

where Ω(A) , limT→∞
1
T

∑T
t=1 E[Ω(A[t])] and A[t] ,

[A1[t], . . . , AK [t]]. The constraints of the original problem are
included above and, thus, are also satisfied by the solution
of the modified problem. Let{Q(1)∗

k [t],Q
(2)∗
k [t], R∗

k[t], A
∗
k[t]},

∀k and∀t, be the solution of the modified problem in (18). It
follows that

Ω(R̄∗) ≥ Ω(Ā∗) ≥ Ω(A∗) ≥ ωopt(Amax), (19)

where Ā∗ , limT→∞
1
T

∑T
t=1 E[A

∗[t]], and ωopt(Amax)

(with Amax , [A1,max, . . . , AK,max]) is the optimal objective
value corresponding to the original problem in (17) with
additional constraints0 ≤ R̄k ≤ Ak,max, for all k. The first
inequality follows from (18c) and the fact thatΩ(·) is non-
decreasing; the second inequality follows from the concavity
of Ω(·); and the last inequality holds since,Ak[t] = R̄k ∈
[0, Ak,max], for all k and t, yields a feasible policy for (18)
(see also [36, Chapter 5]). This shows that the optimal rates
obtained from the modified problem can achieve at least as
good an objective value asωopt(Amax).

To solve the modified problem in (18), we first transform
its long-term constraints (namely, (17c), (17d), and (18c)) into
queue-stability problems for virtually constructed data queues,
rate-gain queues, and energy queues. The data queue records
the amount of data in the transmission buffer, the rate-gain
queue records the amount of service that each user should be
provided in order to achieve a rate advantage over the non-
cooperative case, and the energy queue records the amount of
energy that each user has consumed in excess to its long-term
power constraint.

Let Dk[t] be the size of the virtual data queue of thek-
th D2D pair at the beginning of slott, and letAk[t] (where
0 ≤ Ak[t] ≤ Ak,max) andRk[t] be its arrival and departure
in slot t. By letting D[t] , [D1[t], . . . , DK [t]] and R[t] ,
[R1[t], . . . , RK [t]], the evolution of theK data queues can be
written as

D[t+ 1] = (D[t]−R[t])+ +A[t], (20)
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where (x)+ = [max{0, x1}, . . . ,max{0, xn}] for x ,

[x1, . . . , xn]. Moreover, letOk[t] be the size of the rate-gain
queue of DTk at the beginning of slott. Here, the arrival in
slot t is the non-cooperative rateRnc

k [t] and the departure is
the cooperative rateRk[t]. The queue evolution can be written
as

O[t+ 1] = (O[t]−R[t])+ +Rnc[t], (21)

where O[t] , [O1[t], . . . , OK [t]] and Rnc[t] ,

[Rnc
1 [t], . . . , Rnc

K [t]]. The queue sizeOk[t] can be viewed
as the credit that thek-th D2D pair earned by sharing its
resources to the cooperative transmission of other DTs’ data.
The k-th D2D pair is likely to take on a larger share of the
cooperative resources (i.e., transmit its own data at a higher
rate) whenOk[t] is larger, and vice versa. Finally, letEk[t]
be the size of thek-th virtual energy queue at the beginning
of slot t. The arrival at timet is the transmit powerPk[t], and
the departure isPk,avg, which is constant for allt. By letting
E[t] , [E1[t], . . . , EK [t]], Pavg , [P1,avg, . . . ,PK,avg] and
P[t] , [P1[t], . . . , PK [t]], the queue evolution can be written
as

E[t+ 1] = (E[t]−Pavg)
+ +P[t]. (22)

Here,Ek[t] can be interpreted as the amount of energy used
by DT k that is in excess to its per time slot budgetPk,avg.

Definition 1 ( [36]). For any k, the queue{Dk[t]}∞t=1 (and,
similarly, for {Ok[t]}∞t=1 and{Ek[t]}∞t=1) is strongly stable if

lim sup
T→∞

1

T

T
∑

t=1

E[Dk[t]] <∞, (23)

and is mean-rate stable if

lim
T→∞

E[Dk[T ]]

T
= 0. (24)

Note that strong stability ensures that the queue-lengths
are bounded, and implies mean-rate stability as long as the
difference between the expected departure and arrival in each
time slot is bounded [36, Theorem 2.8], which is satisfied in
our case. On the other hand, mean-rate stability of the virtual
queues implies that the long-term constraints in (17c), (17d),
and (18c) are satisfied [36, Theorem 2.5]. Hence, a feasible
solution for (18) is a BD-based transmission policy that
ensures mean-rate stability of the virtual queues while having
0 ≤ Ak[t] ≤ Ak,max, for all k andt. The proposedmaximum-
weighted-rate-minus-energy-penalty (Max-WRMEP)transmis-
sion policy, to be described in the following, achieves this
task.
Max-WRMEP Policy (at time slot t):

(i) Virtual Data Arrival A[t]: The virtual arrival A[t]
at time t is obtained as the solution of the following
optimization problem:

max
A[t]:0≤Ak[t]≤Ak,max,∀k

V Ω(A[t])−
K
∑

k=1

Dk[t]Ak[t], (25)

whereV > 0 is some predefined constant.
(ii) BD Cooperative Precoding Scheme
{Q(1)

k [t],Q
(2)
k [t], Rk[t], ∀k}: For each k, the BD

cooperative precoding scheme at timet is obtained as
the solution of the following optimization problem:

max
Q

(1)
k

[t],Q
(2)
k

[t],Rk[t]

(Dk[t]+Ok[t])Rk[t]−η1tr(Ek[t]Q
(1)
k [t])

−η2tr(Θ̄[t]Q
(2)
k [t]) (26a)

subject to{Q(1)
k [t],Q

(2)
k [t], Rk[t]}∈Γ(H[t], ITk), (26b)

whereΘ̄[t] ,
∑K

ℓ=1Eℓ[t]Θℓ. This problem can be solved
in parallel for theK D2D pairs.

(iii) Updates of QueuesD[t], O[t], and E[t]: The virtual
queues are updated according to (20), (21) and (22), using
the solutions obtained in the previous steps.

Notice that the original problem in (17) involves the opti-
mization of a long-term utility function under long-term power
and rate-gain constraints, which generally requires noncausal
CSI and joint optimization of parameters over multiple time
slots. The proposed Max-WRMEP policy instead determines
the BD cooperative precoding on a slot-by-slot and user-by-
user basis, which makes the problem more tractable in prac-
tice. Specifically, in (i), the virtual data arrivals are determined
by exploiting the tradeoff between maximizing the objective
function Ω(·) and reducing the backlogDk[t]. In particular,
whenΩ(R̄) is chosen to be the average sum rate, i.e.Ω(R̄) ,
∑K

k=1 R̄k, the virtual data arrival is given byAk[t] = Ak,max,
if V ≥ Dk[t], andAk[t] = 0, otherwise; and whenΩ(R̄) ,
∑K

k=1 log(R̄k), we haveAk[t] = min(V/Dk[t], Ak,max). In
(ii), the input covariance matrices and rates are determined
based on the queue states at that time. Here, more power is
expended to increase the effective rate of thek-th D2D pair
if the data queue backlogDk[t] and/or the credit accumulated
through cooperationOk[t] is larger, whereas less power is used
if the violation of the energy budget (i.e.,Ek[t]) is too large.
The queues are then updated in (iii).

In addition, let us consider a special class of stationary ran-
domized policies, calledH-only transmission policies, where
the transmission control actions in each time slot depend only
on the channel stateH[t] at that time. It is defined formally
as follows.

Definition 2. An H-only transmission policy is a policy that
chooses, at each time slott, the control actionsAk[t] ∈
[0, Ak,max] and {Q(1)

k [t],Q
(2)
k [t], Rk[t]} ∈ Γ(H[t], ITk), ∀k,

based only on the set of channel statesH[t] at that time.

We know from [36, Theorem 4.5] that, if (17) is feasible,
then there exists anH-only transmission policy that performs
arbitrarily close to the optimal solution. This policy is used
to show the optimality of our proposed Max-WRMEP trans-
mission policy and the corresponding queue-length bounds as
stated in the following theorems.

Theorem 1. Suppose that the problem in(17) is feasible.
Then, under the proposed Max-WRMEP policy, the long-
term constraints(17c), (17d), and (18c) are satisfied, and the
resulting long-term average utility yields

lim inf
T→∞

Ω

(

1

T

T
∑

t=1

E[R[t]]

)

≥ ωopt(Amax)−
C

V
. (27)
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whereC is a positive constant specified in Appendix A.

The proof follows similar procedures as in [36], [37] and is
given in Appendix A. Recall thatωopt(Amax) is the optimal
objective value of the problem in (17) with additional con-
straints0 ≤ R̄k ≤ Ak,max, for all k. Hence, Theorem 1 implies
that, for Ak,max sufficiently large (or, more specifically, for
Ak,max ≥ R̄opt

k , whereRopt
k [t], ∀t, is the rate solution to the

original problem in (17)), the proposed Max-WRMEP policy
can achieve a utility that is arbitrarily close to the optimal
valueωopt by settingV to be sufficiently large. In Theorem
1, we have shown the mean-rate stability of the virtual queues
and the feasibility of the proposed policy. In the following,
we further show the strong stability and boundedness of the
virtual queues.

Theorem 2. Suppose that, for anyǫ > 0, there
exists an H-only transmission policy (as per Defini-
tion 2) with actions Ak(H[t]) ∈ [0, Ak,max], and
{Q(1)

k (H[t]),Q(2)
k (H[t]), Rk(H[t])} ∈ Γ(H[t], ITk), for all k

and t, such that

E[Ak(H[t])−Rk(H[t])] ≤ −ǫ, (28)

E[Rnc
k [t]−Rk(H[t])] ≤ −ǫ, (29)

E[Pk(H[t])− Pk,avg] ≤ −ǫ, (30)

for all k and t, where Pk(H[t]) , η1tr(Q
(1)
k (H[t])) +

η2
∑K

ℓ=1 tr(ΘkQ
(2)
ℓ (H[t])) is the transmit power. Then, the

queues{Dk[t]}∞t=1, {Ok[t]}∞t=1 and{Ek[t]}∞t=1, for all k, are
strongly stable and are bounded as

lim sup
T→∞

1

T

T
∑

t=1

K
∑

k=1

(

E[Dk[t]] + E[Ok[t]] + E[Ek[t]]
)

≤ C + V (Ω(A) − ωǫ)

ǫ
, (31)

whereωǫ , E[Ω(A(H[t]))] and C is the positive constant
given in Theorem 1.

The proof is given in Appendix B. Theorem 2 shows that,
if there exists a policy within the interior of the set of feasible
policies, then the queues are strongly stable with a bound on
the average queue length given in (31). This bound illustrates
the dependence of the average queue length onV , ǫ and the
difference betweenΩ(A) andωǫ. From the above theorems,
we can see that, by choosingV to be sufficiently large, the
utility value of the proposed policy can be made arbitrarily
close to the optimal value, albeit at the cost of an increased
average queue length. The queue length affects the time that
is required for the time-averaged utility to become stable and
approach its limiting value. Also, if the performance of the
proposed policy, i.e.,Ω(A), is close to that of anH-only policy
with largeǫ, then the average queue length will be small. If the
H-only policy obtains a solution that is close to the boundary
of the set of feasible policies (i.e., smallǫ), the upper bound
of the average queue length becomes large and more time
would be required to achieve a stable time-averaged utility
value. Even though the theorems were obtained following
standard procedures in Lyapunov optimization theory [36],

[37], they are necessary to establish the optimality of the
proposed scheme and its performance bounds.

IV. M AXIMUM WRMEP PRECODING WITH SPATIALLY

WHITE MULTICAST INPUT

The Max-WRMEP policy proposed in the previous section
allows the virtual data arrivals and the BD cooperative pre-
coder in each time slot to be determined based only on the
current channel and queue states. However, the precoders in
both phases still require solving the optimization problem in
(26) correctly. This is can be done using standard numerical
optimization toolboxes, such as CVX [46], which can be
inefficient when the problem size is large. In this section, we
first derive the optimal structure of the BD cooperative precod-
ing matrix, and then propose a low-complexity approximate
solution that utilizes spatially white multicast input in phase
1. Further analysis on the Lagrange multipliers in the latter
case leads to a more efficient iterative algorithm for solving
the cooperative precoder in phase2.

Specifically, letH̄−k[t] , [H̃H
1 [t], . . . , H̃H

k−1[t], H̃
H
k+1[t],

. . . , H̃H
K [t]]H be the collection of effective channels asso-

ciated with all DRs other than DRk and let H̄−k[t] =
Uk[t][Σk[t] 0][Vk[t] Ṽk[t]]

H be the singular value decompo-
sition (SVD) of H̄−k[t], whereUk[t] ∈ C(K−1)Nr×(K−1)Nr

and [Vk[t] Ṽk[t]] ∈ CKNt×KNt are unitary matrices,
and Σk[t] ∈ C(K−1)Nr×(K−1)Nr is a diagonal matrix of
singular values. Here,̃Vk[t] ∈ CKNt×M ′

and Vk[t] ∈
CKNt×KNt−M ′

, whereM ′ , KNt − (K − 1)Nr. It was
shown in [35] that, to satisfy the BD constraints in (8), the
transmit covariance matrixQ(2)

k [t] in phase2 must take on the
following structure

Q
(2)
k [t] = Ṽk[t]Q̃

(2)
k [t]ṼH

k [t], (32)

for all k and t, whereQ̃(2)
k [t] ∈ CM ′×M ′

is a positive semi-
definite matrix. This implies that, to satisfy the BD constraint,
the transmit signal for DRk should lie in the null space of
H̄−k[t]. By the optimal structure in (32), the phase-2 rate
constraint in (9) for thek-th D2D pair can be written as

Rk[t] ≤ η2 log2

∣

∣

∣
INr

+ H̃k[t]Ṽk[t]Q̃
(2)
k [t]ṼH

k [t]H̃H
k [t]

∣

∣

∣
(33)

whereH̃k[t]Ṽk[t] is the projection of the effective channel ma-
trix H̃k[t] onto the null space of̄H−k[t]. In this case,̃Q(2)

k [t]
is the transmit covariance matrix of the signal transmitted
over the effective interference-free channelH̃k[t]Ṽk[t]. Notice
that KNt − (K − 1)Nr is the maximum number of parallel
data streams that can be transmitted while satisfying the BD
constraint and, thus, we choose the number of transmitted data
streamsM equal toM ′. Then, the optimization problem in
(26) for finding the BD cooperative precoding scheme can be
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written as

max
Q

(1)
k

[t],Q̃
(2)
k

[t],Rk[t]

(Dk[t] +Ok[t])Rk[t]− η1tr(Ek[t]Q
(1)
k [t])

− η2tr(Θ̃k[t]Q̃
(2)
k [t]) (34a)

subject to

Rk[t]≤η1log2

∣

∣

∣
INt

+G̃k,ℓ[t]Q
(1)
k [t]G̃H

k,ℓ[t]
∣

∣

∣
, ∀ℓ 6= k, (34b)

Rk[t]≤η2log2

∣

∣

∣
INr

+H̃k[t]Ṽk[t]Q̃
(2)
k [t]ṼH

k [t]H̃H
k [t]

∣

∣

∣
, (34c)

η1tr(CGk,b
Q

(1)
k [t]) + η2tr(C̃Gk,b

[t]Q̃
(2)
k [t]) ≤ ITk, (34d)

Q
(1)
k [t] � 0, Q̃

(2)
k [t] � 0, Rk[t] ≥ 0, (34e)

for k = 1, . . . ,K, where Θ̃k[t] , ṼH
k [t]Θ̄[t]Ṽk[t], and

C̃Gk,b
[t] , ṼH

k [t]CGb
Ṽk[t]. This problem is convex and

can be solved by off-the-shelf solvers such as CVX [46].
However, these general purpose solvers do not further exploit
the structure of this problem and the computational complexity
required may increase with the number of D2D pairs.

To reduce the complexity of the design, we propose to adopt
a spatially white input for multicasting in phase1, where
Q

(1)
k = αkINt

, for all k. This has been commonly adopted
in the literature on physical layer multicasting, e.g., in [54],
to reduce the complexity of the precoder design and the CSI
requirement, and is known to perform well when the number
of users is large or sufficiently spread out. In this case, the
Lagrangian function can be written as

L(Rk, αk, Q̃
(2)
k , {λk,ℓ}ℓ 6=k, µk, δk)

= (Dk +Ok)Rk − η1EkNtαk − η2tr
(

Θ̃kQ̃
(2)
k

)

−
∑

ℓ 6=k

λk,ℓ

(

Rk − η1 log2

∣

∣

∣
INt

+αkG̃k,ℓG̃
H
k,ℓ

∣

∣

∣

)

− µk

(

Rk − η2 log2

∣

∣

∣
INr

+ H̃kṼkQ̃
(2)
k ṼH

k H̃H
k

∣

∣

∣

)

− δk

(

η1αktr
(

CGk,b

)

+ η2tr
(

C̃Gk,b
Q̃

(2)
k

)

− ITk

)

, (35)

where{λk,ℓ}ℓ 6=k, µk, and δk are the non-negative Lagrange
multipliers. The Lagrange dual function is given by

u({λk,ℓ}ℓ 6=k, µk, δk) =

max
Rk≥0,αk≥0,Q̃

(2)
k

�0

L(Rk, αk, Q̃
(2)
k , {λk,ℓ}ℓ 6=k, µk, δk) (36)

and the dual optimization problem can be written as

min
λk,ℓ≥0,∀ℓ 6=k,µk≥0,δk≥0

u({λk,ℓ}ℓ 6=k, µk, δk). (37)

By the stationarity condition with respect toRk, the optimal
solution must satisfy

Dk +Ok =
∑

ℓ 6=k

λk,ℓ + µk. (38)

If Dk + Ok − µk = 0 (i.e., if λk,ℓ = 0 for all ℓ 6= k) at the
optimal point, the value ofαk that maximizes the Lagrangian
function, regardless of the value of other parameters, is zero. In
this case, the optimal rateRk is 0 and, thus, thek-th D2D pair
remains silent. Otherwise, ifDk+Ok−µk > 0, we can define
λ′
k,ℓ ,

λk,ℓ

Dk+Ok−µk
, for all ℓ 6= k, such thatλ′

k,ℓ ≥ 0, for all

ℓ 6= k, and
∑

ℓ 6=k λ
′
k,ℓ = 1. By the complementary slackness

condition, we know thatλk,ℓ > 0 (and, thus,λ′
k,ℓ > 0) only

if

log2

∣

∣

∣
INt

+ αkG̃k,ℓG̃
H
k,ℓ

∣

∣

∣
≤ log2

∣

∣

∣
INt

+ αkG̃k,ℓ′G̃
H
k,ℓ′

∣

∣

∣
(39)

for all ℓ′ 6= k. Hence, we have
∑

ℓ 6=k

λk,ℓ log2

∣

∣

∣
INt

+ αkG̃k,ℓG̃
H
k,ℓ

∣

∣

∣

= (Dk +Ok − µk)
∑

ℓ 6=k

λ′
k,ℓ log2

∣

∣

∣
INt

+ αkG̃k,ℓG̃
H
k,ℓ

∣

∣

∣
(40)

= (Dk +Ok − µk)min
ℓ 6=k

log2

∣

∣

∣
INt

+ αkG̃k,ℓG̃
H
k,ℓ

∣

∣

∣
. (41)

By (38) and (41), the dual optimization problem can be
reformulated as

min
µk≥0,δk≥0

max
αk≥0,Q̃

(2)
k

�0

η1

{

(Dk +Ok − µk)min
ℓ 6=k

log2

∣

∣

∣
INt

+ αkG̃k,ℓG̃
H
k,ℓ

∣

∣

∣

− [EkNt + δktr
(

CGk,b

)

]αk

}

+ η2

{

µk log2

∣

∣

∣
INr

+ H̃kṼkQ̃
(2)
k ṼH

k H̃H
k

∣

∣

∣

− tr
[(

Θ̃k + δkC̃Gk,b

)

Q̃
(2)
k

]

}

+ δkITk. (42)

It is interesting to observe that, at the optimal point, (34c)
must be satisfied with equality since otherwise, we can always
chooseRk to be larger or choosẽQ(2)

k to be smaller to further
increase the objective value, which contradicts with the fact
that the point is optimal. By the same argument, (34b) must
also be satisfied with equality for someℓ. This implies that

η1 min
ℓ 6=k

log2

∣

∣

∣
INt

+ αkG̃k,ℓG̃
H
k,ℓ

∣

∣

∣

− η2 log2

∣

∣

∣
INr

+ H̃kṼkQ̃
(2)
k ṼH

k H̃H
k

∣

∣

∣
= 0 (43)

at the optimal point. Moreover, by the complementary slack-
ness condition onδk, we also know that, at the optimal point,
δk > 0 only if the IT constraint is active, i.e.,

η1αktr
(

CGk,b

)

+ η2tr
(

C̃Gk,b
Q̃

(2)
k

)

− ITk = 0. (44)

Notice that the left-hand-side of (43) is weighted by−µk

in (42) and, thus, the maximization overαk and Q̃
(2)
k in

(42) must yield solutions that cause the left-hand-side of
(43) to be non-increasing with respect toµk. Similarly, these
solutions must also cause the left-hand-side of (44) to be
non-increasing with respect toδk. Hence, when the IT con-
straint is active (i.e., whenδk > 0), the optimalµk and
δk can be found by employing a two-dimensional bisection
search [55] aiming towards findingµk ∈ [0, Dk + Ok] and
δk ∈ [0, δk,up] that satisfies (43) and (44), whereδk,up ,

Dk+Ok

tr(CGk,b
) ln 2 maxℓ 6=k tr(G̃k,ℓG̃

H
k,ℓ) − EkNt

tr(CGk,b
) . Notice that,

when δk = δk,up, the objective function in (42) is non-
increasing with respect toαk ≥ 0 regardless of the choice
of µk andQ̃(2)

k . On the other hand, when the IT constraint is
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inactive, the problem reduces to a one-dimensional bisection
search overµk ∈ [0, Dk +Ok].

In each iteration of the bisection search, whereµk and δk
are given, the optimal transmit powerαk in phase1 can be
found by solving the following optimization problem:

max
αk≥0

{

(Dk +Ok − µk)min
ℓ 6=k

log2

∣

∣

∣
INt

+ αkG̃k,ℓG̃
H
k,ℓ

∣

∣

∣

−
[

EkNt+δktr(CGk,b
)
]

αk

}

= max
αk≥0

{

(Dk +Ok − µk)min
ℓ 6=k

Nt
∑

n=1

log2

(

1 + αkς
2
k,ℓ,n

)

−
[

EkNt + δktr(CGk,b
)
]

αk

}

, (45)

where{ςk,ℓ,n}Nt

n=1 are the singular values of̃Gk,ℓ. The optimal
αk can be found by simple convex optimization procedures for
single parameter optimization [56]. For example, we can adopt
the bisection line search overαk ∈ [0, αk,up], whereαk,up can
be chosen such that an upper bound of the derivative at this
point is 0, i.e.,

(Dk +Ok − µk)Nt

αk,up ln 2
− [EkNt + δktr(CGk,b

)] = 0. (46)

In this case, we have

αk,up ,
(Dk +Ok − µk)Nt

[EkNt + δktr(CGk,b
)] ln 2

. (47)

Moreover, the optimalQ̃(2)
k can be found by solving the

following optimization problem:

max
Q̃

(2)
k

�0

µk log2

∣

∣

∣
INr

+ H̃kṼkQ̃
(2)
k ṼH

k H̃H
k

∣

∣

∣

− tr
[

(Θ̃k + δkC̃Gk,b
)Q̃

(2)
k

]

. (48)

Notice that the optimalδk must be positive to makẽΘk +
δkC̃Gk,b

full rank (if Θ̃k is not) since, otherwise, (48) could

become unbounded by taking̃Q(2)
k = βkvv

H with βk →∞,
wherev is the eigenvector corresponding to the zero eigen-
value ofΘ̃k. By letting Q̂

(2)
k , (Θ̃k + δkC̃Gk,b

)
1
2 Q̃

(2)
k (Θ̃k +

δkC̃Gk,b
)

H
2 , the problem in (48) can be written as

max
Q̂

(2)
k

�0

µk log2

∣

∣

∣
INr

+ ĤkQ̂
(2)
k ĤH

k

∣

∣

∣
− tr

(

Q̂
(2)
k

)

(49)

whereĤk , H̃kṼk(Θ̃k+δkC̃Gk,b
)−

1
2 . Let Ĥk = ÛkΣ̂kV̂

H
k

be the SVD ofĤk, whereΣ̂k = diag{σ̂k,1, . . . , σ̂k,M ′}, Ûk

is anNr ×M ′ semi-unitary matrix, and̂Vk is anM ′ ×M ′

unitary matrix. By Hadamard’s inequality [57], the optimal
Q̂

(2)
k must take on the form

Q̂
(2)
k = V̂kBkV̂

H
k , (50)

whereBk = diag(βk,1, . . . , βk,M ′). In this case, the optimiza-
tion problem further reduces to the following form:

max
βk,m≥0,∀m

µk

M ′

∑

m=1

log2

(

1 + βk,mσ̂2
k,m

)

−
M ′

∑

m=1

βk,m. (51)

Algorithm 1 BD Cooperative Precoding with Spatially White
Multicast Input
- Set δk,low ← 0 and δk,up ←

Dk+Ok

tr(CGk,b
) ln 2 maxℓ 6=k tr(G̃k,ℓG̃

H
k,ℓ)− EkNt

tr(CGk,b
) .

- If rank(Θ̃k) = M ′, then setδk ← 0. Else, setδk ← (δk,low+
δk,up)/2.
while δk,up − δk,low > ǫ

- Setµk,low ← 0, µk,up ← Dk +Ok, andµk ← (µk,low +
µk,up)/2.
while µk,up − µk,low > ǫ

- Compute the singular values{σ̂k,m}M
′

m=1 of Ĥk.
- Computeβk,m ←

(

µk

ln 2 − 1
σ̂2
k,m

)+
, for all m, and

Rk,2 ← η2
∑M ′

m=1 log2(1 + σ̂2
k,mβk,m).

- Computeαk by solving (45) with the bisection line
search overαk ∈ [0, αk,up], whereαk,up is defined in
(47).

- ComputeRk,1 ← η1 minℓ 6=k

∣

∣

∣
INt

+ αkG̃k,ℓG̃
H
k,ℓ

∣

∣

∣
.

- Setµk,low ← µk, if Rk,1 > Rk,2, and setµk,up ← µk,
otherwise. Updateµk ← µk,low+µk,up

2 .

end while
- Set δk,low ← δk, if η1αktr

(

CGk,b

)

+ η2tr
(

C̃Gk,b
Q̃

(2)
k

)

≥
ITk, and setδk,up ← δk, otherwise. Updateδk ← (δk,low +
δk,up)/2.
end while

The solution is given by

βk,m =

(

µk

ln 2
− 1

σ̂2
k,m

)+

, (52)

for m = 1, . . . ,M ′. It is necessary to note that the so-
lution depends onδk through the values of̂σ2

k,m, ∀m,
since δk is embedded inĤk. By summarizing the above,
the optimal solution forQ̃(2)

k is given by Q̃
(2)
k = (Θ̃k +

δkC̃Gk,b
)−

1
2 V̂kBkV̂

H
k (Θ̃k + δkC̃Gk,b

)−
H
2 . The optimal rate

is then given by

Rk = min

{

min
ℓ 6=k

η1 log2

∣

∣

∣
INt

+ αkG̃k,ℓG̃
H
k,ℓ

∣

∣

∣
,

η2 log2

∣

∣

∣
INr

+ H̃kṼkQ̃
(2)
k ṼH

k H̃H
k

∣

∣

∣

}

. (53)

The proposed BD cooperative precoding scheme with spa-
tially white multicast input is summarized in Algorithm 1.
Specifically, in Algorithm 1, we first check whether or not
Θ̃k, i.e., if rank(Θ̃k) = M ′. If so, then the solution ofµk,
αk, and{βk,m}M

′

m=1 are computed forδk = 0. If the solution
in this case yieldsη1αktr

(

CGk,b

)

+ η2tr
(

C̃Gk,b
Q̃

(2)
k

)

<
ITk, then we are done. If not, then the algorithm con-
tinues with the bisection search overδk between the ini-
tial lower and upper boundsδk,low = 0 and δk,up =

Dk+Ok

tr(CGk,b
) ln 2 maxℓ 6=k tr(G̃k,ℓG̃

H
k,ℓ)− EkNt

tr(CGk,b
) .

V. NUMERICAL COMPARISON

In this section, we evaluate the performance of the proposed
Max-WRMEP policy through computer simulations. Notice
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Fig. 2. Convergence of the average sum rate over time.

that cooperative D2D transmission is suitable for cases where
the DTs are located close to each other, e.g., within a certain
hot spot [29]–[32]. To focus on such a scenario, we assume
in these experiments that the DTs are distributed according to
a uniform distribution within a circular hot spot of radiusd1
meters centered at location(−150,−150) and the DRs are
also uniformly distributed within a ring distanced between
d2 and d3 meters from the center of the hot spot. The BS
is located at the origin and the active cell user is located
randomly according to a uniform distribution within a circular
area of radiusR0 = 300 meters. The center of the hot spot
(−150,−150) is only chosen so that it is more or less in
the middle between the center and the edge of the cell. The
number of transmit antennas at each DT and that at the CU,
i.e., Nt and Nc, are both equal to3, and the number of
receive antennas at each DR and that at BS areNr = 3
and Nb = 3K, respectively, whereK is number of D2D
pairs. The entries inGk,ℓ are assumed to be i.i.d.CN (0, d−2

k,ℓ),
where dk,ℓ is the distance between nodesk and ℓ. The
statistics of other channel matrices are given similarly. The
results are averaged over20 different user locations and104

channel realizations per location. Moreover,Qc[t] is chosen
to maximize the point-to-point transmission rate between CU
and BS in the absence of D2D interference under the transmit
power constraintPCU = tr(Qc[t]) = 24 dBm. The noise
power is σ2

n = −110 dBm at all nodes. The IT constraint
is set asITk =

√
10PCU300

−2/K, for all k, so that a target
SINR of−5 dB can be achieved by cell edge users [58].

In Figs. 2 and 3, the convergence of the proposed algorithm
is shown in terms of the average sum rate and the average
transmit power for the case where DTs are equally spaced
on the boundary of a circle with radius1.5m centered at
(−150,−150), DRs are35m away from the center (aligned
with their corresponding DTs), and CU is placed at(200, 0).
The long-term average transmit power constraintPk,avg is
set as5 dBm. Recall from (58) and (59) that the proposed
Lyapunov optimization method aims to minimize an upper
bound of the drift minus theV -weighted objective value.
Hence, a larger utility (i.e., sum rate) is achieved with a larger
choice ofV . This is also shown explicitly in Theorem 1. In
fact, whenV is large, less emphasis is put on minimizing the
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Fig. 3. Convergence of the average transmit power over time
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Fig. 4. Average sum rate comparison for different values ofd1 with K = 4,
d2 = 30, andd3 = 40.

drift and, thus, the average transmit power (i.e., the arrival into
the virtual energy queue) will be larger. This results in a larger
backlog for other queues as well, as indicated in Theorem
2. We can also see that a larger utility can be achieved by
choosingAmax to be larger since, in this case, the additional
constraint on the data arrival is loosened and, thus, the solution
becomes closer to that of the original problem in (17).

In Figs. 4 and 5, the average sum rate of the proposed
Max-WRMEP with spatially white input (Max-WRMEP with
SWI) is compared to that of the case with no cooperation for
different choices ofd1 andd2, respectively. Specifically, in Fig.
4, we show the average sum rate versus the average transmit
power constraint per DT for the case withK = 4, d2 = 30,
d3 = 40, and different values ofd1. The proposed Max-
WRMEP policy with optimized multicast input in problem
(34), which is solved numerically by CVX, is also shown
for comparison. Due to higher computational complexity, the
results obtained from CVX are only averaged over20 different
user locations and5000 channel realizations per location. We
can observe that the average sum rate is larger whend1
is smaller (i.e., when the phase1 transmission rate can be
higher). Notice that the average sum rate for the case with
no cooperation is not significantly affected by the choice of
d1 since there is no need for data exchange among DTs. We
can also see that the low-complexity Max-WRMEP with SWI

IT 8.1
Typewritten text
IEEE Transactions on Wireless Communications Volume: 18 , Issue: 6 , June 2019 



11

-5 0 5 10 15
0

2

4

6

8

10

12

14

16

18

Max-WRMEP with SWI, d  = 10
Max-WRMEP with SWI, d  = 20
Max-WRMEP with SWI, d  = 30
No Cooperation, d  = 10
No Cooperation, d  = 20
No Cooperation, d  = 30

2

2

2

2

2

2

Fig. 5. Average sum rate comparison for different values ofd2 with K = 4,
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policy performs close to the optimal Max-WRMEP policy
solved by CVX. Similarly, in Fig. 5, we show the average sum
rate versus the average transmit power constraint per DT for
the case withK = 4, d1 = 3, and different values ofd2 (and,
thus,d3, which is set asd2 + 10). In this case, larger average
sum rates are also observed for smaller values ofd2. In both
figures, we can see that, even though the average sum rates
increase withPk,avg, they eventually saturate (forPk,avg ≥ 10
dBm) due to the IT constraint.

In Fig. 6, we show the average sum rate versus the average
transmit power constraint per DT for the case withd1 = 3,
d2 = 30, d3 = 40, and different values ofK. We can see
that, for both cases with and without cooperation, the average
sum rate increases monotonically withPk,avg, but saturates
earlier whenK is larger since the total interference that can
be allowed at the BS is fixed. For the case without cooperation,
this effect causes the case withK = 3 to outperform the case
with K = 4, K = 5 for Pk,avg that is sufficiently large.

Up to this point, we have focused on the ideal scenario
where perfect CSI is available for the computation of the
precoding matrices. In particular, the CSI required for this
computation can be denoted byCSI1 toCSI5, as defined at the
bottom of Fig. 7. In practice, the channel acquisition procedure
requires non-negligible overhead for pilot signalling and CSI
feedback. For example, by considering the case where the

CSI1:                                                                CSI4: 

CSI2:                                                                CSI5:                                                                

CSI3: 

DTs to BS:

CSI1, CSI3

DRs to BS:

CSI2, CSI4 

BS to DTs: 

precoders
Data TransmissionBS-based 

Approach

Data Transmission
DT-based 

Approach

No 

Cooperation

DTs to DTs:

CSI1, CSI3, CSI5

DRs to DTs:

CSI2, CSI4

Data Transmission

1077 channel use173 channel use

1110 channel use140 channel use

1214 channel use36

DRs to DTs:

CSI2, CSI4 

DTs send 

pilots

Fig. 7. Example of frame structure for channel acquisition.

computation is performed at BS (i.e., the BS-based approach),
the required CSI can be acquired as follows4:

Step 1: DTs take turns emitting their respective pilot sym-
bols to other DTs, DRs, and BS. (This enables DTs to
estimateCSI3, DRs to estimateCSI4, and BS to estimate
CSI5).

Step 2: DTs take turns broadcasting their local estimates of
CSI1 andCSI3 to BS.

Step 3: DRs take turns broadcasting their local estimates of
CSI2 andCSI4 to BS.

Step 4: BS computes and broadcasts the precoders

{W(1)
k [t]} and{W(2)

k [t]} to DTs.
Note that one can also consider the DT-based approach

where the computation is performed directly at DTs. In this
case, Step 4 can be avoided since the precoders are computed
directly at the DTs. In the conventionalnon-cooperativecase,
CSI1, CSI2, part of CSI4 (i.e., the intra-pair channels), and
CSI5 are also required at the DTs to compute their respec-
tive precoding matrices. Hence, onlyCSI3 and the inter-pair
channels inCSI4 are additional requirements for cooperation.
The frame structure for the abovementioned CSI acquisition
procedure is illustrated in Fig. 7.

Let us consider the case withK = 4 D2D pairs,Nt =
Nr = Nc = 3 antennas at each DT, DR and CU, andNb =
KNt = 12 antennas at BS. We assume that each complex
value is quantized into32 bits (i.e.,16 bits each for the real and
the imaginary parts). By approximating the transmission rate
between nodesa and b, for a, b ∈ {BS,DT,DR}, asRa,b =
Nt log(1 + Pa/(d

2
a,bσ

2
n)), and by setting the transmit powers

as PDT = PDR = 24 dBm andPBS = 40 dBm, and the
distances asdDR,BS = dDT,BS + 30 = 250 m anddDT,DR =
dDT,DT + 40 = 50 m (i.e., the maximum distances between
different types of nodes in our experiments), the total number
of channel uses required for channel acquisition and feedback
is 173 for the BS-based approach and140 for the DT-based
approach. By considering a channel with bandwidthW = 1
MHz and coherence timeTc = 2.5 ms (i.e., the case with user
mobility equal to64 km/hr [59]), the overhead occupies13.8
and 11.2 percent of the coherence interval of1250 channel
uses respectively for the BS-based and DT-based approaches.

In Fig. 8, we show the impact of the channel acquisition
overhead as well as the channel estimation imperfections for

4Note that DTs’ estimate ofCSI1 andCSI5 and DRs’ estimate ofCSI2
can be obtained by overhearing the pilot signals emitted by CU and BS in
the uplink and downlink frames. Hence, they are assumed to be available at
their respective locations and, thus, are not considered explicitly in the D2D
channel acquisition procedure described here.
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Fig. 8. Average sum rate in the presence of channel acquisition overhead and
imperfect CSI forK = 4, d1 = 3, d2 = 20, and d3 = 30. The MMSE
estimator with pilot powerPE = 10 dBm is adopted here when channel
estimation is considered.

the case whereK = 4, d1 = 3 m, d2 = 20 m, and
d3 = 30 m. Here, we assume that the estimated channel
matricesǦℓ,k[t] andȞℓ,k[t], for all ℓ, k, are used to compute
the precoding matrices, and adopt the rate expressions in [60],
[61], where the channel estimation error plus interference
is treated as Gaussian noise. We can see that the proposed
scheme still outperforms the non-cooperation case even when
taking into account the overhead required for CSI acquisition
and feedback, and the impact of imperfect CSI.

VI. CONCLUSION

In this paper, a dynamic cooperative transmission policy
was proposed for multiple underlaying D2D pairs using Lya-
punov optimization. The proposed policy employs a two-
phase transmission scheme that consists of adata-sharing
transmissionin phase1 and acooperative joint transmission
in phase2. The transmit precoders in both phases were jointly
designed with the goal of maximizing the sum utility of
the average transmission rates subject to long-term individ-
ual power constraints, long-term rate-gain constraints, and
instantaneous IT constraints. By adopting the framework of
Lyapunov optimization, virtual data, rate-gain, and energy
queues were constructed to record the temporal states of the
system. By doing so, the long-term cooperative precoding
problems were reduced to solving a series of short-term
weighted-rate-minus-energy-penalty (WRMEP)maximization
subproblems. A low-complexity cooperative precoding scheme
was proposed by assuming spatially white multicast input
in phase1. Theoretical performance guarantees and bounds
on the virtual queue backlogs were also derived. Finally, the
effectiveness of the proposed policies was evaluated through
computer simulations. In addition to the cooperative transmis-
sion scheme proposed in this work, the problem of determining
who can or should join the cooperative group of D2D pairs
(i.e., issues of admission control and partner selection) can also
be studied on top of our proposed cooperative transmission
scheme. Moreover, the framework can also be extended to
cases with multiple cooperative groups of D2D pairs, in which
case, the interference coordination among different cooperative

groups and the group association problem should be further
examined.

APPENDIX A
PROOF OFTHEOREM 1

Let S[t] , {D[t],O[t],E[t]} be the state of the virtual
queues at timet and let the Lyapunov function be defined
as

L(S[t]) , 1

2

K
∑

k=1

D2
k[t] +

1

2

K
∑

k=1

O2
k[t] +

1

2

K
∑

k=1

E2
k[t]. (54)

Its one-slot conditional Lyapunov drift is then given by
∆(S[t]) , E

[

L(S[t+ 1])− L(S[t]) | S[t]
]

.
First, by taking the square on both sides of (20), we have

D2
k[t+ 1]≤(Dk[t]−Rk[t])

2+A2
k[t]+2Ak[t](Dk[t]−Rk[t])

+

≤D2
k[t]+R2

k[t]−2Dk[t]Rk[t]+A2
k[t]+2Ak[t]Dk[t].

It follows that D2
k[t + 1] − D2

k[t] ≤ R2
k[t] + A2

k[t] −
2Dk[t](Rk[t]−Ak[t]). By summing overk and by taking the
condition expectation givenS[t], we get

1

2
E

[ K
∑

k=1

D2
k[t+ 1]−

K
∑

k=1

D2
k[t]

∣

∣

∣

∣

S[t]
]

≤ 1

2

K
∑

k=1

E

[

R2
k[t] +A2

k[t]
∣

∣

∣
S[t]

]

−
K
∑

k=1

Dk[t]E
[

Rk[t]−Ak[t]
∣

∣

∣
S[t]

]

. (55)

Notice thatAk[t] ≤ Ak,max and that, due to the IT constraint
on the transmit power and by the boundedness assumption on
the channel gains, the ratesRk[t] are bounded as well. Let us
denote the bound on the transmission rate byRk,max[t], which
may depend on the channel state at that time. Hence, the first
term in (55) can be bounded as

1

2

K
∑

k=1

E

[

R2
k[t] +A2

k[t]
∣

∣

∣
S[t]

]

≤ 1

2

K
∑

k=1

E

[

R2
k,max[t]

]

+
1

2

K
∑

k=1

A2
k,max , C1, (56)

where C1 is a bounded constant since{Rk,max[t]}∞t=1 is
stationary. It follows that

1

2
E

[ K
∑

k=1

D2
k[t+ 1]−

K
∑

k=1

D2
k[t]

∣

∣

∣

∣

S[t]
]

≤ C1 −
K
∑

k=1

Dk[t]E
[

Rk[t]−Ak[t]
∣

∣

∣
S[t]

]

. (57)

Similarly, we have12E
[
∑K

k=1 O
2
k[t+1]−∑K

k=1 O
2
k[t]
∣

∣S[t]
]

≤
C2−

∑K
k=1 Ok[t]E

[

Rk[t]−Rnc
k [t]

∣

∣S[t]
]

and 1
2E
[
∑K

k=1 E
2
k [t+

1] − ∑K
k=1 E

2
k[t]
∣

∣S[t]
]

≤ C3 −
∑K

k=1 Ek[t]E
[

Pk,avg −
Pk[t]

∣

∣S[t]
]

, whereC2 andC3 are bounded constants.
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It thus follows from the definition of the Lyapunov drift and
the inequalities above that

∆(S[t]) − V E
[

Ω(A[t])
∣

∣S[t]
]

− C

≤
K
∑

k=1

E

[

Dk[t]Ak[t] +Ok[t]R
nc
k [t]− Ek[t]Pk,avg

∣

∣

∣
S[t]

]

−
K
∑

k=1

E

[

Dk[t]Rk[t] +Ok[t]Rk[t]− Ek[t]Pk[t]
∣

∣

∣
S[t]

]

− V E
[

Ω(A[t])
∣

∣S[t]
]

, (58)

where C , C1 + C2 + C3. Here, an additional term
V E
[

Ω(A[t])
∣

∣S[t]
]

is subtracted from both sides of the inequal-
ity. By substitutingPk[t] with that in (13) and by rearranging
the terms, the right-hand-side can be written as

− E

[

VΩ(A[t]) −
K
∑

k=1

Dk[t]Ak[t]
∣

∣

∣
S[t]

]

−
K
∑

k=1

E

[

(Dk[t] +Ok[t])Rk[t]− η1tr(Ek[t]Q
(1)
k [t])

− η2tr
(

K
∑

ℓ=1

Eℓ[t]ΘℓQ
(2)
k [t]

)∣

∣

∣
S[t]

]

+

K
∑

k=1

E

[

Ok[t]R
nc
k [t]− Ek[t]Pk,avg

∣

∣

∣
S[t]

]

, (59)

which is minimized by (25) and (26) of the proposed Max-
WRMEP policy. Hence, for any other alternative policy that
yields arrival {A′

k[t], ∀k} such that0 ≤ A′
k[t] ≤ Ak,max,

for all k, transmission rates{R′
k[t], ∀k}, and transmit powers

{P ′
k[t], ∀k}, it holds that

∆(S[t]) − V E
[

Ω(A[t])
∣

∣S[t]
]

− C

≤
K
∑

k=1

E

[

Dk[t]A
′
k[t] +Ok[t]R

nc
k [t]− Ek[t]Pk,avg

∣

∣

∣
S[t]

]

−
K
∑

k=1

E

[

Dk[t]R
′
k[t] +Ok[t]R

′
k[t]− Ek[t]P

′
k[t]
∣

∣

∣
S[t]

]

− V E

[

Ω(A′[t])|S[t]
]

, (60)

whereA′[t] = [A′
1[t], . . . , A

′
K [t]].

Note that the feasibility of (17) in the premise of the theorem
implies the feasibility of (18). Therefore, by [36, Theorem
4.5], we know that, for anyδ > 0 there exists anH-only
policy (as per Definition 2) withAk(H[t]) ∈ [0, Ak,max],
∀k, and {Q(1)

k (H[t]),Q(2)
k (H[t]), Rk(H[t])} ∈ Γ(H[t], ITk),

∀k, t, such that

− E[Ω(A′[t])] ≤ −ωopt(Amax) + δ, (61)

E[A′
k[t]−R′

k[t]] ≤ δ, ∀k, (62)

E[Rnc
k [t]−R′

k[t]] ≤ δ, ∀k, (63)

E[P ′
k[t]− Pk,avg] ≤ δ, ∀k. (64)

By plugging the above inequalities into (60) and by taking
δ → 0, we have

∆(S[t])− V E
[

Ω(A[t])
∣

∣S[t]
]

≤ C − V ωopt(Amax). (65)

Then, by taking the expectation, summing overt, and rear-
ranging the terms, we have

1

T

T
∑

t=1

E
[

Ω(A[t])
]

≥ ωopt(Amax)−
C

V
− E

[

L(S[1])
]

V T
.

Therefore, withL(S[1]) < ∞, it follows from Jensen’s
inequality that

lim inf
T→∞

Ω

(

1

T

T
∑

t=1

E[A[t]]

)

≥ ωopt(Amax)−
C

V
. (66)

Also, by rearranging (65) and by the fact that
E
[

Ω(A[t])
∣

∣S[t]
]

≤ Ω(Amax), we have

∆(S[t]) ≤ C + V (Ω(Amax)− ωopt(Amax)). (67)

Hence, by [36, Theorem 4.1], we know that all queues are
mean rate stable which implies that the long-term constraints
in (17c), (17d), and (18c) are achieved. The bound in (27) thus
follows from (18c), (66), and the fact thatΩ(·) is continuous
and entry-wise non-decreasing.

APPENDIX B
PROOF OFTHEOREM 2

By plugging the inequalities in (28)-(30) into (60), we have

∆(S[t]) − V E
[

Ω(A[t])
∣

∣S[t]
]

− C

≤
K
∑

k=1

E[Dk[t](Ak(H[t])−Rk(H[t]))
∣

∣S[t]]

+

K
∑

k=1

E[Ok[t](R
nc
k [t]−Rk(H[t]))

∣

∣S[t]]

+

K
∑

k=1

E[Ek[t](Pk(H[t])−Pk,avg)
∣

∣S[t]]−V E[Ω(A(H[t]))]

≤ −ǫ
K
∑

k=1

E
[

(Dk[t]+Ok[t]+Ek[t])
∣

∣S[t]
]

−V ωǫ. (68)

By taking the expectation, the time average overt, and by
rearranging the terms, we get

ǫ
1

T

T
∑

t=1

E
[

K
∑

k=1

(Dk[t] +Ok[t] + Ek[t])
]

− C

≤ V
1

T

T
∑

t=1

E
[

Ω(A[t])
]

− V ωǫ +
E
[

L(S[1])
]

T
. (69)

Then, by taking the limit on both sides and dividing byǫ, we
obtain

lim sup
T→∞

1

T

T
∑

t=1

K
∑

k=1

(

E[Dk[t]] + E[Ok[t]] + E[Ek[t]]
)

≤ C + V (Ω(A) − ωǫ)

ǫ
. (70)

It thus follows by Definition 1 that the queues{Dk[t]}∞t=1,
{Ok[t]}∞t=1 and{Ek[t]}∞t=1, for all k, are strongly stable.
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